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1. Introduction

of things based on the synthesis of physical systems and

The development of computing resources and “G” tech-
nologies has predetermined the rapid growth of the Internet

Internet technologies. Given the fact that there is no single
universally accepted definition of cyberphysical systems, a
rather general definition of a cyberphysical system as a system




used to monitor and control objects of a physical nature (the
physical world) is given in [1]. These systems are perceived as
a new generation of embedded control systems. In addition,
systems in which networks of sensors and actuators are in-
tegrated are also considered cyberphysical systems [2]. Due
to the dependence on IT systems, cyber-physical systems can
be defined as IT systems that are integrated into applications
of the physical world [3]. This integration is the result of ad-
vances in information and communication technology (ICT)
to improve interaction with physical processes. All these
definitions emphasize the constant and intense interaction
between the cyber and physical worlds. However, their devel-
opment also determined a new direction in the development
and/or modification of old threats, which is not only mani-
fested in the possibility of hacking and unauthorized access
to confidential (personal) information of users, but also in
the possibility of conducting an “energy apocalypse”. This ap-
proach allows cybercriminals to use cyberphysical systems to
obtain a synergistic effect from the implementation of threats
in cyberspace as a whole. There are many tasks that dictate
the need for a unified approach based on the construction
of classification of threats. These tasks include analyzing
deviations from the normal operation of the security circuit
in cyberphysical systems, ensuring the stable operation of the
security circuit in cyberphysical processes, and preventing
hacking of the security system. The construction of a classi-
fier of threats should be carried out taking into account their
synergy and hybridity for all security components, namely,
information security (IS), cybersecurity (CS) and security of
information (SI). The classifier should reflect the need to in-
tegrate security components with social engineering methods
and take into account the lack of funds to ensure the required
level of security.

2. Literature review and problem statement

Publications dealing with the development of methodolog-
ical foundations for constructing classifiers of threats to cyber-
physical systems can be divided into three groups. The first
group combines publications describing various cyberphysical

L . safety
I LEVEL. Critical infrastructure - systems, networks and (ory | _ — °
individual objects, the deliberate or accidental failure of which ]
can potentially lead to irreparable consequences for the stable ” threats

development of the economy and political processes in the
state, social welfare and public health.

systems and their features and characteristics that make them
vulnerable to various kinds of threats. The second group in-
cludes publications on a variety of threats and attacks directed
specifically at cyber-physical systems. The publications of the
third group describe various approaches to the construction of
taxonomy and classification, which, ultimately, lead to the con-
struction of threat classifiers for cyberphysical systems.

The most significant work of the first group is [1], in
which existing studies on the safety of cyber physical sys-
tems (CPS) are collected and systematized within a single
structure. The proposed structure is a three-dimensional
system of orthogonal coordinates. The first axis corresponds
to the well-known classifications (taxonomies) of threats,
vulnerabilities, attacks and security controls. The second
axis corresponds to the components and subsystems in terms
of their nature, namely, cybernetic (computer information),
physical and cyberphysical. The latter exhibits synergistic
properties that were not possessed by the elements or subsys-
tems of the first two. And finally, the third axis corresponds
to the reflection of the integral (synergetic) functions of
cyberphysical systems, as well as their manifestation in var-
ious typical cyberphysical systems (for example, intelligent
networks, medical CPS and intelligent machines, and mech-
anisms). In Fig. 1, the relationship of the proposed structure
with critical cybernetic information systems (CCIS) is pro-
posed, using the banking sector as an example.

It is noted that the designed CPS model can be either
abstract to show the general interactions of the CPS applica-
tion, or specific to capture any details when necessary. This
representation allows you to build a model that is abstract
enough to be applicable to various heterogeneous CPS ap-
plications and to obtain a modular representation of closely
related and interacting CPS components. In this case, the
formation and manifestation of synergistic properties in the
process of functioning are provided. This abstract separation
allows you to build a systematic understanding of CPS secu-
rity and highlight potential attack sources and defenses. The
paper argues that identifying differences between traditional
IT systems and cyberphysical systems is key in understanding
CPS security issues and the subsequent construction of threat
classifiers for such systems.
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Four specific cyberphysical systems are specifically con-
sidered, namely, power supply networks, medical systems,
smart cars and industrial facilities control systems. For these
systems, the issues of communication in these systems and
their safety are discussed in detail. It is emphasized that se-
curity control is usually associated with mechanisms such as
cryptography, access control, intrusion detection and many
other solutions commonly used in IT systems. These mech-
anisms are very important for protecting the infrastructure
of information and communication technologies. It is noted
that security solutions require solutions that take into ac-
count cyber-physical aspects, and they can be supplemented
by IT security solutions.

Ensuring the security of CPS is associated with various
problems, one of which is an understanding of potential
threats [4]. Knowing who/from what CPS protection is
organized is equally important for understanding existing
vulnerabilities and attack mechanisms. A security threat is
defined as “a set of circumstances that could lead to loss or
harm” [5].

In [1], five factors are identified for each threat: source,
target, motive, attack vector and potential consequences.
The source of the threat is the initiator of the attack.

Sources of threats are divided into three types [6—10]:

— warring threats (intentions of individuals, group orga-
nizations or states/nations);

—random threats (threats that were caused by accident
or using CPS components);

— environmental threats, including natural disasters
(floods, earthquakes), man-made disasters (fires, explosions)
and interruptions in the supporting infrastructure (power
outages or loss of communication).

Goals are CPS applications, their components, or users.
CPS attackers usually have one or more reasons to launch
an attack: criminal, spyware, terrorist, political, or cyber
warfare [10]. A threat can perform one or more of the four
mechanisms of a successful attack: interception, interrup-
tion, modification, or fabrication [5]. The consequences of
an attack may be a violation of the confidentiality, integrity,
availability, confidentiality or security of the CPS.

Potential threats and vulnerabilities are investigated
for the selected four applications of cyber-physical systems.
The work contains summary tables reflecting the influence
of each of the five factors noted on a particular type of cy-
berphysical system, as well as a list of characteristic attacks
undertaken against such systems. Despite the fact that the
listed factors can be considered as the foundation for con-
structing a classifier of threats to cyberphysical systems, the
issues of taking into account the synergistic effects of the
functioning of such systems have not been considered.

In general, the contribution of the mentioned work to
the problem of constructing CPS threat classifiers can be
formulated as follows:

1) the CPS security system, designed to distinguish be-
tween cyber, cyberphysical and physical components in this
system is proposed;

2) the potential sources of threats and their motives are
investigated,;

3) existing vulnerabilities are presented and significant
reasons for their occurrence are highlighted using real ex-
amples;

4) areview of recorded attacks on CPS was conducted to
identify the main vulnerabilities and components susceptible
to threats;

5) a comparative analysis of existing control mechanisms
has been carried out and unresolved problems and problems
in various CPS applications have been identified.

In [4], three key issues for protecting cyber physical sys-
tems are discussed: understanding the threats and possible
consequences of attacks, identifying the unique properties of
cyber physical systems and their differences from traditional
IT security, and discussing security mechanisms applicable
to cyber physical systems. In particular, security mecha-
nisms are analyzed for: prevention, detection and recovery,
resilience and deterrence of attacks.

A distinctive feature of the work is the development
of an adversary model as a way to understand the extent
of the problem and assess the risks. The work contains
descriptions of some potential attackers, their motives and
resources. An analysis of the behavioral aspects of attackers
was made in [11, 12].

The work notes that the goal of cybercriminals is to com-
promise computers wherever they can be found (even in con-
trol systems). Attacks by cybercriminals may not necessarily
be targeted. Cybercriminals may not have the intent to harm
control systems, but their actions can cause negative side
effects. For example, control systems infected with malware
may not work properly.

Insiders are currently the main source of targeted com-
puter attacks on control systems [13]. These attacks are
important from a security point of view, because they are
caused by persons with authorized access to computers and
networks used by management systems. Therefore, even if
control networks are completely isolated from public net-
works (and the Internet), insider attacks will still be possible.
Since disgruntled employees tend to act alone, the potential
consequences of their attacks may not be as devastating as
the potential damage done by larger organized groups.

Terrorists, activists and organized crime groups are
another potential threat to control systems. Attacks on
extortion control systems are not new. Cyber attacks are a
natural development of physical attacks: they are cheaper,
less dangerous for an attacker, not limited by distance, they
are easier to copy and coordinate.

States can also be a potential threat to governance sys-
tems. In general, it is not surprising that most military powers
learn the technology of future attacks, including cyber attacks
against the physical infrastructure of other countries.

The work emphasizes that the main objective of the re-
search is to identify and classify a new type of attacks that
are possible in control systems, and to study their possible
consequences. For example, attackers can launch unique
attacks on control systems (that is, attacks that are not
possible in traditional IT systems). One possible example
would be resonant attacks. In a resonant attack, an attacker
who compromises some sensors or controllers will cause the
physical system to oscillate at its resonant frequency. In [14],
based on the definition of a cyberphysical system as a distrib-
uted control system with strict time constraints consisting
of physical and cyber components, the differences between
the IT system and the cyberphysical system are formulat-
ed. Physical Interface: Having a physical interface is what
makes CPS security especially difficult. Unlike a standalone
IT system, a security breach in a CPS system has disastrous
consequences. An attacker can use a physical interface to un-
dermine the security of CPS without the need to violate the
access control mechanism. In traditional IT security, this
can only happen if data is transmitted over an open network.



Control system: CPS is based on one or more core con-
trol networks, which are often integrated with a physical
sensor/actuator, which differs markedly from the traditional
point of view of IT security. Supervisory control and data
acquisition systems (SCADA) are an integral part of modern
industrial infrastructure. Unsurprisingly, vulnerabilities
in this management network remain an attractive place for
cyber attacks that continue to grow due to SCADA systems
connected to the Internet [15]. A feature of the analyzed
work is not only the classification of attacks, but also its
connection with security standards. In addition, modern
hybrid attacks on state-level computer systems do not just
damage an isolated machine or disrupt the operation of a sin-
gle corporate system [16]. Instead, new attacks target infra-
structure, which is an integral part of the economy, national
defense, and everyday life [17]. Studies of cyberphysical sys-
tems have shifted the focus from developing the optimization
task of these computing components to the interaction in-
volved between physical media and the computing elements
with which they interact [18]. A classification consisting
of four dimensions was proposed in [19], which allows one
to simultaneously consider issues of both the functioning
of the network and issues related to computer attacks. The
first dimension of the classification covers the attack vector
and the main scenario of the attack. The second dimension
of classification identifies an attack by its primary pur-
pose. Vulnerabilities are classified in the third dimension
of the classification, and payloads in the fourth taxonomy.
Similarly, the authors present an information security risk
analysis methodology that links the assets, vulnerabilities,
threats and controls of an organization. The approach uses
a sequence of matrices that reflect the correlation of various
elements in a risk analysis. The data are aggregated and cas-
caded by matrices in order to correlate assets with controls
in such a way as to obtain priority ranking of controls based
on the assets of the organization [20].

In addition, cyber-physical incidents were discussed and
classified in [21] based on sectors, sources and impacts of
incidents. This document provides an example of how or-
ganizing the process of collecting information about cyber
incidents can be used by victims of cyber attacks. In addi-
tion, an attempt is described to help understand the threat of
cyber incidents for various purposes, which may be useful to
increase organizational focus from the point of view of cyber
incident. In addition, the security ontology for investigating
incident analysis [22] allows one to organize a classification
similar to that presented in [23].

In the proposed classification, the stages of incidents
were investigated taking into account additional extensions
that reflect various categories of the entity involved in at-
tacks and attack relationships. So, the authors distinguished
the following classes of entities: an attacker, a vulnerability,
a tool, a target, an action, goals, and an unauthorized result.
Attackers use tools to perform actions that exploit target
vulnerabilities. In [24], models of virtual control system
environments (VCSE) are presented, which illustrates the
corresponding parts of CPS and their threats. They are de-
signed to analyze the influence of physical factors. Models
were built from real, simulated and emulated components
that were vulnerable to actual, simulated malicious and oth-
er hostile activities. In addition to the dynamic basis of cyber
terrorism, a structure was proposed in [25] that describes
the main components of cyber terrorism. Cyber terrorism
was defined by a structure reflecting six points of view: mo-

tivation, goal, attack method, subject area, criminal actions
and attack effects.

The classification of cyber attack and defense mecha-
nisms for emergency management networks aims to support
a common understanding of the associated cyber attack
and defense mechanisms. Attack mechanisms are classi-
fied according to three aspects, according to the network,
according to the attacked functions and attack factors,
while the defense mechanism is determined by the type of
protection, the degree of distribution and organizational
elements [26]. In addition, the problems of cybersecurity
in emergency management are divided into three groups
determined by the criticality of time (refers to emergen-
cy situations), when decisions must be made and quickly
transmitted. The National Institute of Standards and
Technology (NIST) [27] presented a framework focused
on using business drivers to guide cybersecurity activities
and address cybersecurity risks as part of the organization’s
risk management processes. The classification structure is
represented by three parts: the core of the structure, the
profile of the structure, and the levels of implementation
of the structure. The core of the structure is a set of cyber-
security measures, outcomes and information guides that
are common to critical infrastructure sectors, providing
detailed guidance for developing organizational person-
ality profiles. Using the profile, the structure is designed
to help the organization bring its cybersecurity activities
in line with business requirements, acceptable risks and
resources. Tiers provide a methodology for organizations to
understand and consider the characteristics of a cybersecu-
rity risk management approach. In addition, a threat-based
mathematical quantitative structure is used in [28], which
is used to evaluate and design the security of CPS.

To counter each element of the threat, it is proposed to be
guided by the following three principles:

— principle 1: focusing on a critical system should include
only basic functions;

— principle 2: the movement of key elements of the assets
necessary for the mission, and security control, which is dif-
ficult for an attacker to achieve physically and logically (to
reduce accessibility);

— principle 3: responding, detecting, adapting and mis-
leading attackers by introducing system elements with
dynamic response technologies (to counter the attacker’s
capabilities) [28].

The fundamental work in Ukraine, devoted to the con-
struction of classification systems and classifiers of threats
in the field of cybersecurity, is undoubtedly the work [29].
The paper presents the results of the analysis of modern
protection of state information resources (SIR) in informa-
tion and telecommunication systems. At the same time, the
emphasis in the work is placed on the regulatory support
for the SIR, the legal aspects of the formation of the SIR
are described in detail, and new terms and definitions of the
problems of their protection are introduced. A significant
drawback is the lack of communication of threats with the
OSI model, which allows you to identify critical penetra-
tion points.

In [30], the authors propose an improved version of the
classifier of threats to banking information as one of the re-
sources of critical cybernetic information systems (CCIS) of
the state, taking into account their synergies and synergies
of security components. Fig. 2 shows a block diagram of the
proposed solution.



of a BIR based on the threat classifier

Determination of the probability of the impact of IS, CS, and SI threats on the security

To achieve the aim, the following
objectives were set:

Step 1. Formation of classifier metrics

W3
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Wlk — coefficient metric value; N — number of threats; K — number of experts.

— consider the synergies of threats
to the security components of cyber
systems;

—develop a block diagram of a uni-
fied classifier taking into account the
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and the degree of protection of the cyber
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To create a threat model, they usu-
ally use the adapted CIA triad model
(confidentiality, integrity, availability),
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Fig. 2. Determining the probability of threats based on

a synergistic model of threats

Thus, the analysis showed that the approaches consid-
ered do not take into account the combination of modern
threats that are hybrid and synergistic with the elements of
the cyberspace infrastructure of companies/organizations.
Existing approaches practically do not take into account the
economic aspects of ensuring security, which limits the min-
imization of economic costs for the construction of a com-
prehensive information protection system. It is the neglect
of the economic aspects of security in the construction of the
classifier of threats that makes the proposed study relevant.

3. The aim and objectives of the study

The aim of the study is to develop methodological foun-
dations for constructing a unified classifier of threats to cy-
ber systems based on a synergistic approach. This will allow
taking into account the criticality of threats, taking into
account the category of the attacker, identifying its category,
the relationship between threats and infrastructure elements
of the security chain of business processes to determine crit-
ical points of impact. This approach provides the economic
costs of both the attacker and the comprehensive defense,
which allows you to find a critical point of resistance and
form a lot of critical attacks, taking into account the catego-
ries of the attacker.

tosystems [31]. In addition, the rapid
growth and use of “G” technologies
can significantly change the vector of
the use of cyberspace as the main channel for transmit-
ting information between cyber systems and information
and communication systems. Such changes significantly
reduce the level of security and can practically reduce it
to zero. Under such conditions, it is necessary to consider
the complex of threats — their combination and hybridity,
leading to the appearance of a synergistic effect with a
subsequent increase in the likelihood of a threat based on
a synthesis with social engineering methods. In [32], the
authors proposed a fundamentally new approach to the
methodology for constructing security systems based on
the synergetic threat model, which provides the formation
of methodological foundations for constructing a classifier
of modern threats to cyberphysical systems. In Fig. 3, a
block diagram of the synergetic model of synthesis threats
to information-critical cybernetic systems (on the example
of banking sector organizations) and CFS is proposed.

In accordance with ISO/IEC 27001:2013, threats are
classified as intentional, incidental and/or environmental.
Typical examples include technical failures, unauthorized
actions, software interference, physical damage, compro-
mised functions, etc. However, the standard, like other nor-
mative international acts, does not consider the synergy and
hybridity of modern threats, their combination with social
engineering methods, which significantly increases the risk
of the threat.
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The proposed approach takes into account the possi-
bilities of modern threats, their synergy and hybridity, the
possibility of integration with social engineering methods.

5. Development of a block diagram of a unified classifier

To design a classifier of threats to cyberphysical sys-
tems, Fig. 4 provides a block diagram of the methodological
foundations of a unified classifier taking into account the
synergetic model of threats and economic costs of ensuring
the required level of security.

Let us consider in more detail the proposed approach to
the formation of a classifier of threats.

At the first stage, experts are invited, using their ex-
perience, to form tuples of a threat classifier based on
5 platforms.

The first platform determines the criticality level of the
threat (critical, high, medium, low, very low), which allows
you to calculate the economic “profitability” of critical
threats in step 5.

The second platform defines the attitude towards the
security component (information security (IS), cybersecuri-
ty (CS), security of information (SI)), which allows you
to get an assessment of the synergistic effect on one of the
threat components in step 5.

The third platform determines the direction of the threat
to security services (integrity, confidentiality, accessibility,
authenticity and involvement), which allows you to get
an assessment of the impact of several threats on security
services in step 4 and determine the direction vector of the
impact on infrastructure elements.

The fourth platform determines the nature of the direc-
tions of the impact of threats (regulatory, organizational,
engineering).

The fifth platform provides an assessment of focus
on infrastructure elements and allows you to “identify”
critical points in an integrated information security sys-
tem (IISS).

Moreover, for the objectivity of expert judgments, we
use the weighting coefficients of expert competence (kg),
presented in Table 1.
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STEP 1. FORMING METRIC THREAT COEFFICIENTS FOR ICS AND CPS

Wies” =— Z z chs,k s chs == z Z WCPM

i=l k=1 i=l k=1

STEP 2. FORMATION OF WEIGHT COEFFICIENTS OF CONDITIONS OF
MANIFESTATION OF THREATS FOR ICS AND CPS

a,’CS, ie [0, 067;0,133;0,2; 0,267;0,333], a,CPS, ie [0,067;0,133;0, 2;0, 267;0,333]

STEP 3. DETERMINING THE IMPLEMENTATION OF EVERY THREAT FOR ICS AND CPS

— J ICcs
wlC?: PICS: - ICS: z lC?Lk’ Where I)ICS[ € {ai }’

J J —
Wepsi Fepsi = X CI’S:ZWCPSzk’ where £,/ e{a
k=]

STEP 4. DEFINITION OF IMPLEMENTATION OF SEVERAL THREATS TO THE
SECURITY SERVICEC

c ICSC € CPSC
ICSwnerg = ZWICSI uw, CPS Synerg — z Wepsi &

M
A/f I(S/I/f“ AfF CPS Af
Z Wic: U WCP? synerg z Wepsi &

i=1

STEP 5. DEFINITION OF THE TOTAL THREAT TO SECURITY COMPONENT
W;,’im = Z(chslc n chs,l N WlCSiA n Wies; "N W/cx;w )‘lst U

i=1
N
c 1 4 A Af ), CPS
u Z(WFPS’ n Wepsi n Wepsi n Wepsi ‘N Wepsi )a,
i=1

STEP 6. DEFINITION OF ECONOMIC COSTS FOR ATTACK PREVENTION
Triesa = {T’ I(PA c! )>0} VTr, e Tr = Tr} =arg max KK/

YTnen

CPS }

W,

lCS‘\}mr;,

Trppsa = {Trl(P’1 C")>O}VTreTr:>TrLCPS—argmaxK K

VT eT:
automatically determined based on mathematical expressions

Fig. 4. Block diagram of the threat classifier

The total score of the i-th threat is deter-
mined by the number of experts according to
the expression:

K
Y x, xky
=

= )
where x;, is the assessment of the of the i-th
threat by the k-th expert; k;, — expert competen-
cy level; K is the number of experts.

A measure of the consistency of expert as-
sessments is the variance, which is determined
by the expression:

1 K
_?;kk(xk_

The statistical probability of the obtained
results 1—a;, will be:

2

%) ©)

[Z—A,ZM],

where the quantity x; is distributed accord-
ing to the normal law with center x; and
dispersion ¢%. Then A is determined by the
expression:

=tyJo?/N, 3)

where ¢ is the value according to the Student
distribution for K—1 degrees of freedom.

To form metric (weighting) threat fac-
tors (Fig. 4) and their impact on security ser-
vices, we introduce the following notation:

Jjis a security service for both ICS and CPS.
Basic security services: C —confidentiality; I —
integrity; A — availability; Au — authenticity,
Aff — involvement (affiliation). Thus, a tuple of
security services j={C,I,A Au,Aff} is formed
in the classifier; N — the number of threats;

— the number of experts who partlclpated in
the expert threat assessment; {i } — current
number of the i-th threat; {k} — current number
of the expert.

Table 1
Expert competency weight
No. Expert Qualifications Weight value (k)
1 International expert in the field of IS, CS, ST 1.0
2 National expert in the field of IS, CS, SI 0.95
3 Certified international specialist in the field of IS, CS, SI 0.9
4 Full doctor of science in the field of IS, CS, SI 0.9
5 Director of security service 0.85
6 Doctor of Philosophy in the field of IS, CS, SI 0.8
7 Security officer 0.7
8 System administrator 0.6
9 Security engineer 0.5
10 Graduate student in the field of IS, CS, SI 0.4




To evaluate the hybrid and synergetic components of the
impact of modern threats, we use the following sequence of
actions:

1st step. Determination of the average expert rating for
all threats to a particular security service:

; 1 &K )
Wcys zfzzwwsik wcm = zzwcmlk 4)

i=1 k= l1k1

where w,}, is the value of the metric coefficient set by
the &-th expert for the i-th threat of the j-th security service
for ICS, w,,, is the value of the metric coefficient set by
the k-th expert for the i-th threat of the j-th security service
for CPS.

2nd step. Formation of weighting factors for the threat
manifestation conditions for ICS and CPS (Table 2):

o!, i€[0.067; 0.133; 0.2; 0.267; 0.333],
o, i€[0.067; 0.133; 0.2; 0.267; 0.333].

3rd step. Determining the implementation of each threat
for ICS and CPS:

1

j J = J Jj
Wyesi Presi = EPICSi z ©icsis
=
where
Pyl e{of™},
| N A
ip J— j j
Wepsi Peps! = ?PCPSi z Wepsips
=l
where
CPS
Props] o™ }. ©)
Table 2
Selection of weights a; of manifestations of the ~th threat
o Manifestation conditions
0.067 | The threat does not occur more than once every 5 years

0.133

0.2 | The threat does not occur more than once a month
0.267
0.333

The threat does not occur more than once a year

The threat does not occur more than once a week
The threat is daily

For each security service and i-th threat:
1) for ICS:

Wicsi azcsz =— 0‘10?: zwzcszk

— confidentiality service,

o1
Wiesi Qyegi = 0‘103; zwlcm
— integrity service,

Wicsi azcsz = 0‘105, zwlCSzk

— availability service,

Au
wlCSi aICSi alCSt ZwILS

— authenticity service,

Aff

alc& 70(!0

Z Wicsiy i

wrmz

involvement service,
where @, @,05), @05ty @pes™, w0617 are the expert weights
of the security services: confidentiality, mtegrity, availabil—
ity, authenticity and involvement; o, ", 005ty Oyesty Opesi™s
et oM — weighting factor of the security service: con-
fidentiality, integrity, availability, authenticity and authen-
ticity of the manifestation of the i-th threat attack.

2) for CPS:

C_
Wepsi Qepsi = aCPSl zwcpm

— confidentiality service,

I, I_ I I
Wepgi Olepg; = — Olepg; 2 Wepsip
K =

— integrity service,

wCPSt (XCPSz =— aCPSz zwcmzk

— availability service,

u Au _
Wepg; Olepg; = acps; chps

— authenticity service,

Aff

Aff _
Wepsi Olepsi

1 4
\f
EO‘ cpsi zwcps
=

— involvement service,
where wCPSiC’ wcpsi7 wcpsiqv wcps?uv wcps;w are the expert
weights of the security services: confidentiality, integrity,
availability, authenticity and involvement; 0, 0 psty Oepst s
O™, Oeps — weighting factor of the security service: con-
fidentiality, integrity, availability, authenticity and authen-
ticity of the manifestation of the i-th threat attack.

4th step. Determining the implementation of several
threats to a security service:

c ICSC

C CPSC
ICnymg 2 mICS'l CP9 synerg 2 wCPS‘ i

— synergistic effect on the confidentiality service,

M
1 _ ICSI I CPSI
I/‘/ICSxynerg - Z wlCi'l o U WCPS synerg Z ZwCPS i
i=1

— synergistic effect on the integrity service,

A ICSA A CPSA
ICS synerg 2 Z016'5'1 U WCP9 synerg Z ZwC"—’.S' i



— synergistic effect on the availability service,

Au IL.S Au Au CPS Au
WILS synerg Z wl CSi U WLPS synerg Z wCPS i

— synergistic effect on the authenticity service,

M M
Aff  _ Aff ~ ICS Aff Aff  _ Aff CPS Aff
ICS synerg — 2 Z01C5 i o i U WCPS synerg 2 Za)CPS i o i
i= i=1
— synergistic effect on the involvement service, (6)

where M is the number of several threats that are selected by
the expert from the set { } , which is a subset of the entire
set of threats of the cla551f1er that is, M<N.

When forming metric coefficients, it is believed that the
results obtained are independent threats, in case of their
dependence (coincidence of tuples of threats), it is necessary
to use the expression for determining the total probability of
dependent events:

P(AB)=P(A)+P(B)-P(AB).

5th step. Determination of the total threat by security
components, taking into account the expression (6):

c I A
wh = N[ @iesi Nyes; Nwyes; N es |
synerg — ﬂ n Aff i
1 N5t N
N

Aff \oy CPS
Uz(wCPSZ N wcpvl N wcph N wcpvz “n Weps zf/)a

i=1

ICSi ﬂ MICSZ n Z01(,.31

Ics U
synerg Z Aff Jai
(nwl(,j'y n Z01651

N

Au \ff \o CPS
UZ(wCPSz NWeps; Wi N0 gps™ N )0‘

i=1

Wl _Z(wm?z Nw,es; N, ﬂ]alcs U
synerg \ff i

i=1 nwus: ‘ nwmsl

Aff CPS
Uz (wcm N wum N Weps; n wCI{St “n Weps; (7

To determine the generalized synergistic threat:

W[S‘(,S' S WIS'

synerg synerg

UWere UWo - ®

To determine the generalized synergistic threat, taking
into account its hybridity for ICS:

W hybrid C,I,A,Au,A//

ICS synerg ICS synerg n HIICS synerg m

A Aff
m lCSwmrg n MCSayI:mg ﬂ ICS synerg * (9)

To determine the generalized synergistic threat, taking
into account its hybridity for CPS:

hybrid C,1,A,Au Aff _ 1
CPS synerg WCPS synerg n WCPS synerg ﬂ

Alf
rWMICPS synerg n WCPS synerg n WC

'PS synerg *

(10)
To determine the generalized hybrid synergistic threat:

hybrid 15,CS ST hybrid C,1,A,Au,Aff hybrid C,1,A,Au. Ajj
Wsr/nerg MCS synerg U WCRS synerg

an

6th step. Determining the economic costs of preventing
an attack.

The introduction of cost indicators of threats allows
implementing an algorithm for constructing a rating of po-
tential threats and the importance of information resources
to be protected.

The algorithm proposed in [36] implements the follow-
ing actions. Both sides of the attack are determined by the
importance (rating) of the attacks that are economically
feasible.

1st step. Determination of attacks, the effect of which
exceeds the costs of their implementation:

T = {1 |(P*-C')> 0} VT, e Tr, (12)
where Tr;' — a set of the potential threats, the implemen-
tation of which is effective for the attacker; T7, — threat to
the i-th information resource; P* — cost assessment of the
success of the attack on the i-th resource by the attacker;
C;* — the cost of an attack on the i-th resource by the attacker.

2nd step. Determining the direction of protection, which
provides an effect higher than the cost of their provision.

12 ={1r,|(BP =CP)> 0} v, e T, (13)
where Tr? — a set of the threats against which it is eco-
nomically feasible to build protection; P” — assessment of
the cost of the loss of the i-th information resource for the
defense; CP — the cost of protecting the i-th information
resource for the protection side;

3rd step. Determination of importance factors for attack-
ers. Defined as a share of the winnings of the total winnings
that can be obtained potentially when implementing the
entire range of threats to attackers:

P -c’
KiA =M )
2(p'-Cl)
i=1
VT e Tr, M =|Tr|, (14)
where K is the rating coefficient (importance) of the

threat to the i-th information resource; M is the power
of a set of selected potentially effective threats to the
attacking side.

4th step. Determination of importance factors for defend-
ers. Defined as the share of the winnings of the total win-
nings that can be obtained potentially when implementing
the entire range of protective measures

VTr, eTr?,N =T, (15)
where K7 is the rating coefficient (importance) of building
the protection of the j-th information resource.

5th step. The selection of critical threats based on the
evaluation of the product of the importance coefficients of
the attacker and the attacker is maximum:



(16)

Tr,=arg max K/ K.
VT enf

Thus, the main difference of the proposed approach is the
ability to take into account not only the opinion of experts,
but also to form an objective assessment and integration of
threats, which allows forming their synergistic effect and hy-
bridity. In addition, the use of the ISO model in the classifier
allows you to “identify” critical places in the infrastructure
not only of cyberphysical systems, but also in synthesis with
Internet technologies of cyberspace and “G” technologies.
This approach intuitively allows you to focus on the weak
points of comprehensive protection, taking into account eco-
nomic costs in the face of low funding and the “profitability”
of an attack by attackers.

6. Development of a model of “danger” of the intruder
based on their classification and the degree of protection
of the cyber system

Assessing the level of threats is impossible without
assessing the capabilities of the attackers themselves
(attackers, cybercriminals, etc.). The possibility of imple-
menting a threat largely depends on their “competence”,
computing resources, time characteristics, and motiva-
tion. Thus, an integral part of the threat analysis is the
development of a “danger” model of the intruder. This
approach allows you to generate many threats, depending
on the capabilities of the attackers, to form many possible
impacts, to assess the state of preventive protection. It is

proposed to use the following classification of violators to
form weight coefficients of “danger” of violators, Fig. 5,
while CCIS can be both part of the CPS and make up
a separate cyberphysical system. The basis of catego-
ry 5 (Fig. 5) is the taxonomy in [35].

Thus, the classification allows you to introduce elements
of many categories of attackers Lf""e{Lf""}: L~ ICS
(CPS) users; I/ — ICS (CPS) management, [ — ICS
(CPS) employee, L — users “at risk”; L¥ — operational
staff; I — technical support staff; Il — non-ICS (CPS)
employees, L¥ — external attackers: L% — cyber terrorists,
L¥ — special services, L% — hackers, I — cybercriminals,
Lf;‘j;’ — competitors, Lf;‘g — criminals, Lfé‘;’ — vandals.

We define the formal model of the “danger” of the vio-
lator taking into account the authors’ suggestions [32—34]:

Gigs ={aid B e B} B B L. py e T (A7)

where aid, e{aid } is the identifier of the intruder (catego-
ry of intruder), B/ E{Bim} is the weighting coefficient of
the capabilities of the violator for ICS, B G{prs} is the
weighting coefficient of the capabilities of the CPS violator,
T is the time of successful implementation of the threat, p,;
is the probability of implementation of at least one threat to
the j-th asset, i is the threat, Vien, n is the number of
threats, j — information resource (asset), Vj €m, m — number
of assets; 700 — the probability of the attacker’s motivation
to implement the threat.

Analysis of the classification of attackers allows you to
form an expert assessment and obtain a weight coefficient of
the possibility of threats (i-th threat).

CATEGORIES OF USERS

T

[

[ 1

1. ICS (CPS) USERS

2. OPERATING STAFF

3. THE TECHNICAL AND
SUPPORT STAFF

employees with access to
confidential information as part of
their duties

persons having access to information in
carrying out tasks related to the operation
and/or administration of the ICS
information infrastructure (CPS)

persons who are not ICS (CPS)
employees, who do not have
authority to access information, but
have physical access to the premises

Affect the level of DBMS (04), and
the level of technological
applications and services (05), with
the aim of stealing information, self-
assertion or accidentally

Affect all levels. They use all means of
attack. Possible conspiracy with
attackers of categories 3 and 5

Affect all levels in order to steal
information, as well as disable ICS
(CPS). Collusion with malicious
lenniks of the 2nd and 5th categories
is possible.

ICS (CPS)
management (1.1)

employee ICS

5. EXTERNAL ATTACKERS

(CPS)) (1.2)

persons, including those who are not ICS (CPS)
employees, who do not have the authority to

users at risk

(1.3) 4. PERSONS WHO ARE NOT ICS

(CPS) EMPLOYEES

access information, but directly access the
premises for information processing

[

and (or) a court decision

have access to confidential information on the basis of contractual
| relationships, legal requirements (for example, public authorities)

Affect all levels, with the aim of
stealing information, as well as with the
goal of disabling ICS (CPS). Use methods
and means of active exposure

second and fifth categories.

Affect all levels in order to disable ICS (CPS). They use all
means of attack. Possible conspiracy with the attackers of the

l [

[ l

Cyber Terrorists (5.1) ‘ ’ Hackers (5.3)

’ Competitors (5.5) H Vandals (5.7) ‘

T

’ Special Services (5.2) ‘

’ Cybercriminals (5.4) ‘

’ Crime (5.6) ‘

Fig. 5. Classification of attackers



The weight coefficient of the “danger” of the attacker is
determined by the formula:

1 N
cps __2 cps
Yies = Yicsir
N3
where

cPs _ (@RICS | |@CPS
Yicsi = (Bz UB; )X Py X Vtios

(18)
where

BfCS — W‘[I)CS n mifi mTICS, B;;PS — W;;'PS m “/{if); nTCPS
are the weights of the intruder’s capabilities for ICS and
CPS (respectively), W,® (WC[C,P $ ) are the intruder’s computing
resources (1 — unlimited resources of cyberterrorists, 0.75 —
resources of the state (special services), 0.5 — resources of
cybercriminals, 0.25 — resources of criminals, competitors ,
hackers, 0.001 — vandal resources);

TICS (TCPS) — time to complete the threat (1 — the threat
is implemented daily, 0.75 — the threat is implemented with-
in a week, 0.5 — the threat is implemented within a month,
0.25 — the threat is implemented during the year, 0.001 —
unlimited time);

wie (Wcif;f) — economic opportunities of attackers (1 —
unlimited resources of cyberterrorists, 0.75 — resources of
the state (special services), 0.5 — resources of cybercrim-
inals, 0.25 — resources of criminals, competitors, hackers,
0.001 — resources of vandals).

Table 3 shows the initial data of the criteria and indica-
tors of the expert assessment of its location.

Table 3
Initial data of the criteria and indicators of the expert
assessment of the weight coefficient of the “danger” of
the offender

weighting score indicators
coe | pEefpe] | b
gory P | Tmotiv
v [ Tw [ [ ren [z
Critical 1 1 1 1 1 1 1 1
High | 0.75 | 0.75 | 0.75 | 0.75 | 0.75 | 0.75 | 0.75 | 0.75
Average| 0.5 | 05 | 05 | 05 | 0.5 | 0.5 | 0.5 | 0.5
Low 025 | 025 | 025 | 025 | 025 | 0.25 | 0.25 | 0.25
\1753 0.001 | 0.001{0.001 | 0.001 | 0.001|0.001|0.001| 0.001

7. Development of methods for determining
the category of violator

Analysis of Table 3 allows you to create a table of cor-
respondence between the category of cybercriminals and
the infrastructure elements of ICS, CPS, and allows you to
reversely determine the category of cybercriminals.

Analysis of the classification of attackers allows you
to create a set {Hj} that determines the levels of impact
on ICS (CPS):

— level of technical channels (Hy);

— physical layer of the TCP/IP protocol stack (Hy);

— link layer of the TCP/IP protocol stack (Hy);

— network layer of the TCP/IP protocol stack (Hs);

— transport layer of the TCP/IP protocol stack (Hy);

— level of harmful effects (Hs);

— level of embedded devices (Hg);

— application layer of the TCP/IP protocol stack (H7);

— level of the information security system (Hg).

In Table 4, the correlation of categories of violator and
levels of their impact is determined.

Table 4
Correlation of categories of violator and levels of
their impact
Category Impact levels
Ho | Hi | Hy | H3 | Hy | H5 | Hg | H7 | Hg

L olololoflofol|o] 1|1
L tltjofofolo]t]1]1
Ly oloflolofo|o|ol|1]1
Ly oloflololololo]| 1]t
L |ttt o] 1]o]|1
L oloflofofoflol]1t]1]o
Ly t et |t ol t][1]o]o
L (I T U T T T O A
L) RN A A A AT AT T T
L5 T T R T T T T T
L5 1ttt ]{o|lt]1]o]o
ir 1 1 1 1 1 1 1 0 {
L3 1 1 1 1 0 1 1 0 0
L 1 0 0 0 0 1 1 0 0
Ly tjfofjojofoft]ofo]o

Thus, to determine the category of the attacker based on
the analysis of (Table 4) the threat classifier, a methodology
for determining the category of intruder is proposed, which
boils down to the following algorithm:

1) a classification attribute is selected from the set {H},
which determines the levels of impact on ICS (CPS);

2) the threat tuple is determined by the proposed clas-
sifier;

3) the vector Vj; is formed on the basis of the tuple and
the generated set of critical threats (based on the evaluation
of the product of the importance coefficients of the attacker);

4) using the vector Vj;, the maximum category of the
intruder is determined in accordance with Table 4, starting
with the offender of the first category (L‘fel).

Thus, on the basis of the proposed methodology, a list of
critical threats for each category of violators is built.

If the subjects of attacks are excluded from the list of po-
tential violators, the maximum category of the violator can
be reduced, and, consequently, the number of critical threats.

8. Discussion of the results of the study assessing
the degree of “danger” of an attacker

To assess indicators of the degree of “danger” of attackers
and the degree of implementation of protective measures, we
define sets of weighted metrics that acquire a value in the



range [0; 1]. Each metric characterizes the degree to which
a particular trait of an attacker or a defensive means corre-
sponds to a given target value.

To assess the degree of “danger” of the attacker, we use the
proposed model

G(/Ifc;; {&fﬁl’ BIC? {Bmg} ’ Bf € {Bl } pr]’ mouv’T}

To describe the set of characteristics, we use the index #:

Geps,»
where g{h}fﬁ .

Denote j —'security services for both ICS and CPS. Basic
security services: C — confidentiality; I — integrity; A —
availability; Au — authenticity, Aff — involvement (affilia-
tion). Thus, a tuple of security services j= {C,I,A,Au,Aff}.
is formed. Denote by i the current number of the attacker

(%) %
({7 ), 2
perts, @}, — the expert assessment of the & expert for the
ht* characteristic of the i attacker for the j security service.

Then the average value of all experts’ ratings over the en-

tire set of characteristics of all attackers for the j-th security
service will be:

— the current number of the expert who evaluated

— the number of attackers, K — the number of ex-

Gl

K L
cPsj
KLG” 22 Yics i X @lp»
CPS k=1 i=1 h=1

32

(19)

where y$%57. is the weight coefficient of the A" metric of

the i-th attacker for the j-th service. Rationing weights:

Similarly, you can describe the degree of protection of
the technical means of information security (TMIS). To
do this, we use a set of characteristics B={cryptographic
resistance, TMIS strength (C,), key data amount (S,), the
complexity of performing forward and reverse cryptographic
transformations (encryption/decryption of data, Og)}. Thus,
we have such a set of TMIS characteristics: B={C,, S, Og}.
To describe the set of characteristics, we use the index g: By,
where ({g} ) We denote by wj, the value of the estimate of
the g characteristic of the TMIS by the & expert for the j*
security service in the case when the degree of system security
and the destructive actions of the attackers are independent.

Then the average value of all experts’ estimates of the
degree of implementation of protective measures for the j-th
security service will be:

W= (Bl xwl, ),

k=1 g=t

(20)

where B/ is the weight coefficient of the g™ metric of the j*
security service for the k& expert. Rationing weights:

To correlate between the degree of “danger” of the at-
tacker and the characteristics of the system protection, that
is, between the sets G/ and B, we use the matrix M of

size [GC’IC,;v xB] which is sometimes called the matrix of
pairwise comparisons. If the g security characteristic Bg
completely blocks the A" property of the attacker (or the
threat implemented by this attacker), then Mj,~=1, other-
wise M,z=0. Intermediate values are also possible when the
threat/characteristic of the attacker is not completely closed.
Thus, "M e || — the matrix of coefficients linking the threats/
characteristics of the attacker with the protective measures
of the security system.

Then the new values of the protective measures estimates
can be written using the matrix M:

[k, =M x i 1)
Then
1 K B
ﬁgg(ﬁkg x|, ) (22)

The expansion of the classifier by introducing economic
indicators of the cost of an attack and the cost of counter-
measures allows you to get an integrated assessment of the
system security. Safety assessment will be carried out in
relative units. Let 1 correspond to the maximum level of
security provided by the security system as a whole, and 0
corresponds to the situation when the security system does
not protect any of the resources.

To determine the probability of threat with the max-
imum defense capabilities A and the maximum attack
capabilities B, we will use the probability density func-
tion x — F(x). The indicated probability is determined by
the difference F(B)—F(A), where A is the limit level of ca-
pabilities of the defense side, B is the limit level of attack
opportunities of the attack side.

Security level is defined as the share of those resources
that are protected from cyber attacks. It is easy to see that
this value can be determined as follows:

S=F(B)-F(A)= icjﬁ 4,

A [tuY
_J‘LQZ( c ) de. (23)
ov2n

A graphical representation of the current level of security
when changing the capabilities of the parties to the cyber
conflict (relative values) is shown in Fig. 6.

Thus, the above expressions (19)—(23) allow, on the basis
of the proposed classifier of threats, the “danger” model of
the attacker, and the methodology for determining the in-
truder category, determining:

— many critical threats;

— critical points of ICS/CPS infrastructure elements
(CCIS);

— preventive measures;

— system security in conditions of underfunding of the
security field, taking into account the synergy and hybridity
of modern threats.

The proposed approach has certain limitations that should
be taken into account in the practical use of the research
results. The main limitation follows from the fact that the ap-
plication of the security level assessment formula assumes that
the attacker uses all the resources to organize an attack on a
single resource. In addition, it is necessary to take into account



the category of the attacker, which allows you to determine
its capabilities (computing and financial resources, economic
interest). Then the attack is determined by a comprehensive
criterion that takes into account the cost of the conduct and
the computing capabilities available to the attacker. There is no
doubt that all attacks with a lower cost can be implemented. In
the case of simultaneous implementation of several attacks of
lower cost, the maximum threshold of threats from the attacker
will be lower. Similar reasoning can be applied to the defense
side. In this case, protection of several less valuable resources
can be organized at the same time, rather than a single but more
expensive resource. Formed restrictions allow you to identify
a group of resources that will not be targeted by a certain
category of attackers, whereby exempted funds can be used to
organize the protection of other resources. On the other hand,
resources can be defined whose protection cannot be ensured
due to the limited funding of the security system.

Security level

1,00
0,80

0,80-1,00

0,60  ®0,60-0,80

0,40-0,60

0,40 ®0,20-0,40

0,00-0,20

Deffenders
resources

*® ;' S Attackers
(=}
Resources
Fig. 6. Security level depending on the ratio of resources of
the parties to the cyber conflict

From these limitations, the direction for further research
follows. Namely, how the decision to simultaneously protect
several less valuable resources instead of protecting a single
more expensive resource will affect the overall level of sys-
tem security. It is also necessary to develop approaches to as-
sessing the level of security while simultaneously implement-
ing several critical threats aimed at various resources and for
different categories of users, while taking into account the
synergy and hybridity of threats, as well as their integration
with social engineering methods.

9. Conclusions

1. The analysis of threats in the context of the rapid
growth of computing resources, both of cyber technolo-

gies and “G” technologies, showed their vector of focus on
the integration with social engineering methods to obtain
new characteristics, such as synergy and hybridity. Hu-
manity’s entry into the era of post-quantum cryptography
(the emergence of a full-scale quantum computer) puts
forward more stringent security requirements in both ICS
and CPS, which form the core of CCIS. In the conditions
of possible security chaos (hacking by of symmetric and
asymmetric cryptosystems by quantum algorithms), the
synergetic threat model is put first in the analysis of the
current security state, which allows for the integration of
threats by security components: IS, CS, SI. The proposed
synergetic model allows one to take into account threats
not only to ICS, but also their synergy with CPS threats,
which greatly simplifies its use in security assessment
methods in general.

2. The paper proposes a scheme of a unified classifier,
taking into account the synergetic model of threats and
economic costs of ensuring the required level of security.
This approach allows us to formulate the methodological
foundations of its construction and confirms its uni-
fication. The proposed classifier provides an intuitive
approach to understanding its structure, allows you to
generate critical threats, identify critical points in the
construction of the ICS/CPS (CCIS) infrastructure. At
the same time, the formation of preventive measures in the
context of cost savings on TMIS is ensured at low compu-
tational and human costs.

3. The proposed model of the “danger” of the intruder
based on their classification and degree of cyber system
protection allows for the formation of the required secu-
rity profiles based on the analysis of identified attempts
to implement threats and/or to identify deviations from
normal operation. This approach allows us to take into
account the growth in the computing resources of attack-
ers, the possibility of their motivation and the economic
potential for implementing threats in a timely manner.
It allows, in the context of the synergy and hybridity of
modern threats, to respond in a timely manner to the for-
mation of preventive measures to eliminate critical points
in the infrastructure elements, to conduct a planned pol-
icy to increase the level of security based on the analysis
of simulation results.

4. The developed methodology for determining the cat-
egory of the intruder on the basis of the proposed classifier
and the model of the “danger” of the attacker allows you to
generate sets of critical threats, to model the identification
of critical points based on the analysis of modeling the “dan-
ger” of various categories of attackers. Such an approach
without significant computational, human, and economic
costs significantly reduces many critical threats, allows to
systematize them, and to form profiles of preventive protec-
tion measures.
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