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DEVELOPMENT OF THE CLASSIFICATION
OF THE CYBER SECURITY AGENTS BOUNDED RATIONALITY

The subject are the bounded rationality agents of cyber security system. The purpose of this work is is to build a
classification system for agents of a cybersecurity system with limited rationality. The tasks: consideration of the decision-
making process by agents in cybersecurity systems, analysis of various manifestations of bounded rationality of agents of
the cybersecurity system, introduction of classification features of bounded rationality, formal presentation of bounded
rationality of various types, combining agents with various types of bounded rationality into a whole classification system.
Results. Presents approaches to the classification of the concept of rationality in relation to cybersecurity systems. Such
types of rationality are considered as strong, semi-strong, weak. Further classification of types of rationality is carried out
on the basis of the place of manifestation of rationality. For this, the decision-making process in the cybersecurity system
has been considered, formal relations have been introduced, which characterize its various stages. Such types of bounded
rationality as informational, methodological, predictive, evaluative and conditional are considered. The ratio of the
considered types of rationality is presented. Conclusion: A comparison of various types of bounded rationality, based
primarily on its place in the decision-making process, made it possible to propose a classification scheme of bounded
rationality characteristic of agents of the cybersecurity system. The result of the formalization of the description of bounded
rationality is presented, which can be used as the basis for the development of models of behavior of interacting agents of

cybersecurity systems.
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Introduction

In recent years, in the literature on decision-
making in cybersecurity systems and the behavior of
participants in cyber conflict in particular, it is
increasingly said that the behavior of decision-makers
(DM) can only be partially characterized as rational.
The concept of bounded rationality, originally
introduced in [1], is also found in studies on the
interaction of participants in teams of cybersecurity
systems [2, 3].

Modeling bounded rationality [4] is becoming
increasingly relevant due to the increasing interest in
shaping and making decisions on ensuring the security
of critical infrastructure systems.

The behavior of a decision maker may be far from
perfect rationality, either because of its internal
motivating factors, or because it is impossible to act
rationally due to external factors beyond its control. In
the first case, we should speak of intentionally irrational
or irrational behavior, which becomes quite rational if
we consider it from an alternative position. In modern
studies on the so-called "minority games" [5-8], an
intentionally irrational strategy of behavior promises
the player a much greater gain than the average, which
the majority adheres to. The second case of imperfectly
rational behavior is more likely associated with
objective reasons, it is this option that corresponds to
the concept of bounded rationality. The limited
rationality is connected, first of all, with the lack of any
resources (temporary, material, physical) for the
decision maker to make a completely rational decision.

Research results

To determine possible approaches to modeling, it
is necessary first of all to identify the forms of
rationality, in particular limited, and to classify them.
Consider the options for the classification of rationality,

highlighting the following forms: strong, semi-strong
and weak.

A strong form of rationality involves the
maximization of utility in one form or another.
However, the  traditional interpretation  of
maximization often simplifies the conditions: the role
of organizational structures is minimized, the
participants in cyber conflict are represented by their
utility functions, the distribution of functions between
the various participants in the cyber security system is
treated as given, and optimization is common. This
approach ensures the applicability of formal
optimization methods, however, it turns out to be very
far from real practice.

A semi-strong form of rationality is limited
rationality. This form of rationality suggests that
cybersecurity agents tend to act rationally, but in fact
they only have this ability to a limited extent. In such a
definition, there is both a desire for rationality and its
limitations. Modern behavioral sciences recognize that
human rationality is limited, and argue that both parts
of the definition are essential. The pursuit of rationality
means a focus on the economical use of limited
resources, and the recognition of limited cognitive
abilities serves as an incentive to explore the
functioning of cybersecurity systems in general. If the
assumption of bounded rationality is made, then
making decisions that fully cover all possible cases is a
non-realistic assumption in the study of security
systems. On the other hand, if intelligence is a limited
resource, then the desire to save on its use is quite
understandable. There are two ways to save on
intelligence in the framework of the bounded
rationality model: firstly, during the decision-making
processes themselves, and secondly, using the help of
governing structures. In this case, it is necessary to
distinguish between situations of choice in terms of
limited information (uncertainty or low probability of
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events) and situations in which the decision maker
does not have an idea of the full set of possible states
of choice when we are dealing with limited cognitive
activity in one form or another.

Finally, organic rationality is the weakest form.
This is the rationality of some process occurring in the
cybersecurity system. At the same time, within the
framework of the evolutionary approach, it considers
the rationality of the whole process from the point of
view of the goals of the system, which to some extent
resembles the well-known thesis “the goal justifies the
means”.

Obviously, this classification should be
supplemented with two other forms of behavior:
irrational and irrational. However, the decision on
whether behavior can be attributed to these two types
substantially depends on what is known about the
decision makers ’motivations, its goals and its
consistency with each other and the goals of the
cybersecurity system as a whole.

The above classification exhaustively exhausts
the possible types of rationality, however, the concept
of bounded rationality should be considered in more
detail.

Since rationality is ultimately realized by the
adoption of a decision, then the classification should be
associated with the decision-making process. External
constraints affecting the rationality of the choice of
decision n makers can manifest themselves at different
stages of the decision-making process and in various
ways. Therefore, the place of occurrence of limited
rationality in the decision-making process can be
considered as the basis of classification.

Consider the basic model of the decision-making
process (Fig. 1).

RO m V'
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Fig. 1. The basic model of the decision-making process

The decision maker receives input information x
from its environment and uses it at the situation
assessment (SA) stage to determine the specific value
of the wvariable z, which indicates the situation.
Information from the rest of the safety management
team (RO) - m - may change the assessment of the
situation and result in a different value from the
previously accepted value for z'. Possible alternatives
for action will be evaluated at the stage of selecting an
answer (RS). The result of this process is the choice of
action or response decision y. The control input v' from
the rest of the organization (external environment) can
influence the selection process.

At the stage of obtaining input information from
the environment, the limited resources of decision

makers lead to a lack of information about the external
environment and the situation of the confrontation as a
whole. This option should be distinguished from
decision making under conditions of uncertainty, which
arose due to the fundamental impossibility of obtaining
complete information, for example, because of the
presence of stochastic elements in the decision making
problem. The rationality of decision-makers may be
limited at this stage also because the information
coming to it depends on other persons in whose
interests to hide or distort complete information about
the state of the external environment and the situation.
In this case, we can talk about decision-making in
conflict situations, where the limitation of decision
makers is manifested in the form of insufficient data on
reliable and complete information.

In contrast to the previous case, there is no
fundamental impossibility of obtaining information;
however, obtaining it may require a significant
investment of time and resources. It can be assumed
that with sufficient time and material resources, the
decision makers would conduct a thorough research
(exploration) and receive additional information.
Therefore, this situation can be characterized as
information limited rationality.

At the stage of assessing the situation (SA), one of
the following problems may arise before the DM: the
lack of assessment methods for this class of situations,
the absence or lack of algorithms that implement
assessment methods, incompleteness of information for
applying certain algorithms, computational complexity
of assessment algorithms, and .P. The problem of
incomplete information returns us to the previous stage
of decision making.

The most significant from the point of view of
bounded rationality is the absence of methods and
algorithms for evaluation. This problem becomes even
more complicated than the more specific is the
decision-making task, which may be characteristic of
hybrid threats. It is characteristic of single (single)
choice tasks in which the decision maker deals with a
new threat. The limited rationality of the decision
maker may lead to the choice of an inadequate method
of assessing the situation or obtaining an unreliable
assessment of z. Thus, at the stage of assessing the
situation, we are dealing with methodological and
estimated limitations of rationality.

At the next stage of evaluating possible alternative
actions, lack of resources leads to two options for
limitation: the limited number of alternatives and the
limited knowledge of the consequences of choice. The
limited rationality associated with a multitude of
alternatives is manifested in the fact that the decision
maker may in principle be unaware of the existence of
such an alternative, or exclude from consideration those
alternatives that seem to him impracticable or for
studying which will have to spend too many resources.
The limitedness of alternatives returns us to the first
stage of informational limitation, since it speaks of the
insufficient study of the situation. But limited
knowledge about the consequences is an independent
option, because besides the lack of information it can
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also be associated with limited possibilities of
forecasting certain elements of the situation, both for
objective reasons and because of targeted actions by
RO elements (for example, in the face of conflicts of
interests of various LPR). So, at this stage predictive
limited rationality arises.

Finally, at the last stage of decision making - the
stage of choosing the option of action y - limited
rationality can be associated with the lack of a method
of choice, that is takes the form of a methodological, or
appears as a modification of the original decision-
making task by introducing additional constraints, i.e.
conditional. From this point of view, it seems useful to
us to use the classification proposed in [9].

Let the interests of the decision maker reflect its
objective function f{y), defined on a set of possible
actions: yeA, £ A—>R'. Then the set of rational choice
will be a set of actions that deliver the maximum of the
objective function:

P'(f().A) = | Arg max £ ()] ()

Principle (1) corresponds to rationality in a strong
form. Models of bounded rationality imply the
abandonment of the aim of the decision maker to
achieve the absolute maximum, replacing it with the
assumption of striving to achieve a certain level of
utility, perhaps, depending on the magnitude of the
optimum.

So far, we have not imposed any specific
restrictions on the aims of the decision maker and their
presentation. However, this becomes necessary when
building a formal description. We introduce the
following assumption about the objective function and
the admissible set: let f{) be continuous and concave,
and the set 4 be convex and compact. Within the
framework of these assumptions, the set P'(f{ ), 4) is
non-empty.

Let y" =argmax f().
yed

For simplicity, we assume that fy") > 0.

Three types of bounded rationality, corresponding
to the decision-making stage, describe possible easing
of the maximization requirements.

Minimum sufficient solution. Suppose that the
decision maker seeks to provide some minimum level

of individual utility U, that is, a set of rational choice
can be considered

P'(f(,A0)={yedl [(»)2U}. )

Rational absolute losses. Suppose that the agent is
ready to accept the loss of a fixed value €0 compared
with the absolute maximum. Then the rational choice
set is

P (f(),4e)={redl fO)2f()-e. ()

Note that this method of taking into account the
“insensitivity” and thresholds for distinguishing is most
common in game-theoretic models and, when used in
the construction of generalized solutions, makes it
possible to achieve stability of the solution by the
model parameters. In addition, this type of presentation
of rational behavior is consistent with models that take
into account uncertainty, including the uncertainty of
the goals of decision makers.

Rational relative loss. Suppose that the decision
maker is ready to accept the losses that are no more
than a fixed part & (0,1] of the maximum possible

result for him. Thus, the set of rational choice depends
on the optimal value:

P (f(),4.8)={ye Al f(»)2(1-8)/(y)} “4)
or equivalent
P(f(),4,8)={ye Al f(Y)~f() < (V)}- (5)

The introduced three types of bounded rationality
cover most of the tasks encountered in practice and can
be used in the case of multicriteria decision-making
problems.

Note that the optimization of absolute and relative
losses is associated with finding the optimal solutions,
and the possibilities of this search are limited due to the
limitation of decision makers in the previous stages of
the decision-making process. Therefore, this
classification can only be considered an integral part of
the more general one considered earlier.

Constructed version of the classification of
bounded rationality should be presented in the form of a
diagram (Fig. 2), which shows the types of bounded
rationality relating to the various stages of the decision-
making process.

Types of bounded rationality

Stages of the decision process
informational

methodological

estimated forecast conditional

Receiving the information

Assessment of the situation

Evaluation of alternatives

Decision making

Fig. 2. Classification of bounded rationality

The proposed classification makes it possible to
formalize the concept of bounded rationality as
follows.

Let us denote by x” information about the
situation accessible by the decision maker. This
information may be complete and relevant to the actual

state of affairs, in this case x” = x, where x is complete
and reliable information about the decision-making
situation. If the information is incomplete, but all its
components are reliable, then we get: x” cx, and,
finally, the presence of unreliable information leads to
the case x” —x # @. The latter option is most fraught
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with the adoption of not just irrational, but obviously
wrong decision. Thus, informational bounded
rationality can have three degrees: absence or
unboundedness, partial boundedness, and fundamental
boundedness. The same degrees can be distinguished
in all other types of bounded rationality.

In the future, we will mark with an index D the
components of the decision-making process related to
DM.

At the stage of assessing the situation in terms of
the methodological and evaluative limited rationality
of the decision maker, only a fraction of the entire set
of adequate algorithms for assessing the situation

{S4} is available {SAD} ,i.e.
{84} < {s4} . (6)

The application of a full set of assessment
algorithms to the information available to the decision
maker gives an assessment, generally speaking,
different from that which can be obtained on the basis
of complete information, and even more different from
the one that the decision maker will receive, operating
with its own set of algorithms:

z=SA(x),
z* = SA(x"),

2P = S4° (x), 2

It is obvious that in this sequence the assessment
corresponding to absolute rationality (optimality) may
differ significantly from that used by the decision
maker.

If the process of assessing the situation is also
affected by the rest of the team, then the result will
undergo certain changes and, therefore, we will

z'=SA(x,m), z'” =SA” (x",m),
Do D ®)

1> D
z'zsz ,zZ <z,

where m — information from the external environment,

z' — assessment of the situation, taking into
account external influence based on complete
information,

z” — the same for evaluating decision makers.
Next, the decision maker acts on the basis of this
assessment.

Further, let {RS} - the whole set of methods and
algorithms for choosing a solution adequate to this task
of choosing a solution {RSD } is the set of available

decision makers due to the informational,
methodological and predictive boundedness of
algorithms and methods for choosing a solution, while

{RS”} < {RS}. ©)

The final choice of the solution - y, made in the
framework of a rational campaign and in conditions of
independence, is the result of transformations:

y=RS(z) = RS(SA(x)) . (10)
Assuming that the selection process itself is also

influenced by the external environment in the form of
information v’, then the result will be different

y'=RS(z',v") = RS(SA(x,m),v") . 11
As for the choice made by the decision maker, its
result is
¥ =RS”(z”) = RS" (84" (x")) (12)

in conditions of independence, or, in the presence of
external influence

p" = RS?(z"°,v") = RS®(SA° (", m),v") . (13)

The relationship between these choices is the
same as for the situation assessments (7), which can be
represented by the scheme:

Thus, considering any pair of choices, we obtain
an inequality, the specific form of which depends on
the conditions of choice.

Combining all of the above, we can present the
effect of bounded rationality in the form of the
following diagram (Fig. 3).

Fig. 3. The ratio of unlimited and limited rationality in decision making
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The scheme can be used to build mathematical ~ making process, made it possible to propose a
and simulational decision-making models in conditions  classification scheme of bounded rationality
of bounded rationality. characteristic of agents of the cybersecurity system.
The result of the formalization of the description of
bounded rationality is presented, which can be used as

A comparison of various types of bounded  the basis for the development of models of behavior of
rationality, based primarily on its place in the decision- interacting agents of cybersecurity systems.

Conclusion
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Po3podka knacudikauii areHTiB kidepoesnexu
3 00MeKEeHOI0 PallioHAJIBLHICTIO

O. B. Minos, O. I'. Kopois, B. C. XBocTeHko

ITpeamerom e knacudikaliist areHTiB 3 0OMEKEHOIO PalliOHANBHICTIO chcTeMHU KibepOesneku. MeToro pobotu € robynosa
cucreMu Kinacudikauii areHTiB cucreMu KibepOe3neku 3 0OMEKEHOI palliOHaNbHICTIO. 3ajadvi: po3riis npouecy NpUHHATTS
pillleHb areHTaMH B cHucTeMax KiOepOe3neky, aHami3 pi3HMX MpOsBiB OOMEKEHOi palliOHAbHOCTI areHTaMH CUCTEMH
KibepOesneky, BBeleHHs! Kiacu]ikaliifHUX 03HaK 0OMEKEHOI pallioHaIbHOCTI, (hopMabHe IOAaHHS OOMEKEHOI pallioHaAIbHOCTI
pi3HUX THUMIB, 00'€JHAHHS areHTiB 3 PI3HUM TUIIOM OOMEXEHOI palliOHAIBHOCTI B €[MHY cUcTeMy Kiacudixaiii. BucHoBok.
IMopiBHAHHS pi3HUX THIIB OOMEXEHOI PaliOHAIBHOCTI, 3aCHOBAHOI, IepII 3a Bce, Ha il MICLi B IPOLECI NPUHHSTTS pIlleHb,
JIO3BOJIMIIO  3alPOIIOHYBAaTH KiacH(ikamiiHy cxeMy OOMEXEHOI paliOHaJBHOCTI, XapakTepHy IUIsi areHTiB CHCTEMH
kibep6esneku. [IpencraBnenuii pesynsrar hopmaiizanii onucy oOMexeHoi palioHaIBHOCTI MOXHA BUKOPHUCTOBYBATH B SKOCTI
OCHOBH JJIsl pO3pOOKH MOJIeNiel IOBEIIHKH B3a€MOJIIIOUMX areHTiB CUCTEM KibepOesreKH.

KawuoBi cioBa: kibepbesneka, nporec npuidHATTS pimerb, OIIP, oOMexeHa pariioHaIbHICTb.

Paspaborka knaccupuxkanuu areHToB kudep0e3onacHoCTH
C orpanuqelmoﬁ PAHOHAIBHOCTBIO

A. B. Munos, O. I'. Kopons, B. C. XBocTenko

IIpeaveToM sBIseTCS KIACCH(UKAIS areHTOB C OrPAHMYCHHON PaIlOHAIBHOCTBIO CHCTeMBI kubepbesomacHocT. Ilembio
paboTBl  SBIAETCA IOCTPOCHHWE CHCTEMBI KIACCH(QHKAIMM AarcHTOB CHCTEMBI ~KHOEpOE30IMaCHOCTH C  OrpaHMYEHHOMN
PAaLMOHANBHOCTHIO. 3alaul: PAcCMOTPEHHE NpOLecca NMPUHATHA PEIICHHil areHTaMH B CHCTeMaX KHOepOe30IacHOCTH, aHaIIN3
PA3IMYHBIX MPOSBICHUI OrPaHMYEHHOH PAllOHATEHOCTH areHTOB CHCTEMbI KHOepOe30acHOCTH, BBEICHNE KIIaCCH(UKAIMOHHBIX
IPU3HAKOB OrPAHHYCHHOM PAIMOHAIBHOCTH, (OpMaTbHOE INPEICTABICHHE OrPaHHYCHHON PALMOHAIBHOCTH Pa3IMYHBIX THIIOB,
00BbEIMHEHUE areHTOB C PAa3IMYHBIM THIIOM OTPAaHUYCHHOI PAllMOHAILHOCTH B €IMHYIO CHCTEMY KJIacCH(pUKAINU. 3aKII0ueHHe.
CpaBHEHHE PA3IMYHBIX THIIOB OIPAaHHYEHHOH PAlOHAIBHOCTH, OCHOBAaHHOM, IIPEX/IE BCEro, Ha € MECTe B HPOLeCcCe MPUHSITHS
PELIeHNH, MO3BONMIO NPEIOKUTh KIACCH(PUKALMOHHYIO CXEMY OTrPaHHYEHHON PAlMOHAIBHOCTH, XapaKTepPHYIO IS arcHTOB
cucTeMbl KubepOesomacHocTH. IIpencraBieH pesynmbTaT (OpMaTH3alldd OIMCAHMS OrPaHHYCHHOH PaIlHOHAIBHOCTH, KOTOpPBIH
MOXKHO HCIIONB30BaTh B KAauyecTBE OCHOBBI IS Pa3pabOTKH MoOAeNel MOBEINCHHs B3aMMOJCHCTBYIOLIMX AarcHTOB CHCTEM
Ku0epOe30MnacHOCTH.

Karuessie cioBa: kubepbe3onacHocTs, npouece npuHaTys peienuid, JIIP, orpaHnueHHas paloOHaNbHOCTb.
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