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COMPARISON OF MACHINE LEARNING METHODS
FOR A DIABETES PREDICTION INFORMATION SYSTEM

Abstract. Diabetes isa disease for which there is no permanent cure; therefore, methods and information systems are required
for its early detection. This paper proposes an information system for predicting diabetes based on the use of data mining methods
and machine learning algorithms. The paper discusses a number of machine learning methods such as random forest, AdaBoost
algorithm, multilayer perceptron, neuro-like structure of Consecutive Geometric Transformations Models (CGTM), linear re-
gression based on the stochastic gradient descent, generalized regression neural network and regression based on the support
vector machine. The Pima Indian Diabetes dataset collected from the UCI machine learning repository was used in the research.
The dataset contains information about 768 patients and their corresponding nine unique attributes: the number of times of
pregnancy; plasma glucose concentration for two hours in an oral glucose tolerance test; diastolic blood pressure; the thickness
of the folds of the skin of the triceps; the concentration of serum insulin for two hours; body mass index; a function of diabetes
heredity; the age of a person; the result of a variable class (0 — no diabetes, 1 — a sick person). The research has been carried out
to improve the prediction index based on the Recursive Feature Elimination method. It was found that the logistic regression
model performed well in predicting diabetes. It has been shown that in order to use the created model to predict the likelihood
of diabetes mellitus with an accuracy of 78%, it is necessary and sufficient to use such indicators of the patient's health status as
the number of times of pregnancy, the concentration of glucose in the blood plasma during the oral glucose tolerance test, the
BMI index and the result of the calculation of the heredity functions "Diabetes Pedigree Function".

Keywords: machine learning, data mining, neural network, diabetes prediction information system, logistic regression,

decision tree.

Introduction

Diabetes mellitus is an "epidemic of the XXI cen-
tury”, an incurable disease of the pancreas, which devel-
ops due to absolute or relative insufficiency of the hor-
mone insulin. It is characterized by a steady rise in blood
glucose levels, which in turn can lead to complications.

To achieve compensation for diabetes, constant
monitoring is required. In addition to taking oral medica-
tions and insulin, following a strict diet, exercise, daily
routine, checking your blood glucose regularly, and
keeping a special diary, your diabetic should see an en-
docrinologist regularly for advice and appropriate
measures to improve or maintain the condition.

Normally, the level of glucose in the blood varies
within fairly narrow limits; from 3.3 to 5.5 mmol / liter.
This is due to the fact that in a healthy person, the pan-
creas produces or stops the release of insulin depending
on the actual level of glucose in the blood. In case of in-
sufficiency or complete absence of insulin (type 1 diabe-
tes mellitus) or in case of impaired interaction of insulin
with cells (type 2 diabetes mellitus), glucose accumulates
in the blood in large quantities, and the body's cells are
unable to absorb it. As of 2019, in addition to the already
mentioned type 1 and type 2 diabetes, there are gesta-
tional diabetes (gestational diabetes), MODY-diabetes
and LADA—diabetes [1].

Depending on the specifics of the diagnosis, treat-
ment of patients with diabetes involves the use of oral
agents to improve insulin permeability to body tissues
and / or replacement therapy with subcutaneous insulin
injections of varying duration to mimic the normal func-
tioning of the pancreas. With mild diabetes, you can do
without medication, but a strict diet with a clear under-
standing of the amount of nutrients consumed, moderate

exercise, daily routine, blood glucose control and diary
of self-monitoring are mandatory for all patients with
this diagnosis.

Under conditions of poor or insufficient treatment
(decompensation or subcompensation of diabetes), blood
glucose levels in the human body are consistently high.
Against this background, complications of diabetes de-
velop, which not only worsen the patient's standard of
living, but can also be fatal. These complications include:
ketoacidosis (accumulation of a dangerously large hum-
ber of ketone bodies in the blood), hypoglycemia (de-
crease in blood glucose below 3.3 mmol / 1), hyperosmo-
lar and lactic acidotic coma, polyneuropathy (peripheral
nerve damage), nephropathy (kidney damage), retina ret-
inal vessels), angiopathy (impaired vascular permeabil-
ity), diabetic foot syndrome, etc.

To achieve compensation for diabetes a condition in
which the patient has achieved stable normal blood glu-
cose levels during treatment and the risk of complications
is reduced — constant monitoring is required. In addition
to the above measures, this control also includes regular
visits to the endocrinologist for advice and appropriate
measures to improve or maintain the patient's health.

Literature review. There are a number of studies
on predicting diabetes based on machine learning (ML)
methods for the Pima Indian Diabetes Dataset (PIDD).
Pima Indian Diabetes Dataset (PIDD) containing: 9 at-
tributes, 768 records describing female patients. [1-5].

In [1], artificial neural networks were used to pre-
dict diabetes based on the PIDD dataset, which showed a
prediction accuracy of 75.7%. The author of [3] showed
that among the applied methods of machine learning, like
support vector machine, naive Bayesian classifier, deci-
sion trees on PIDD and naive Bayesian classifier shows
the best accuracy — 76.30%. In [4], applied logistic
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regression to PIDD to predict diabetes. The model pro-
posed in this paper showed a fairly good forecast with an
accuracy of 75.32%. In the study [5], all patient data were
used to train and test a classifier based on Naive Bayes
and decision trees. The research results showed that the
best algorithm is the naive Bayesian algorithm with an
accuracy of 76.3021%.

The most important problem in a machine learning
method is the choice of training parameters and the corre-
sponding classifier. In this paper, the Recursive Feature
Elimination method was used to improve the prediction
rate. Our research work is to select the best classifier for
the diabetes prediction information system. In this work,
various machine learning classification algorithms are
used to predict diabetes in a patient, such as random forest,
AdaBoost algorithm, multilayer perceptron, neuro-like
structure of Consecutive Geometric Transformations
Models (CGTM), linear regression based on the stochastic
gradient descent, generalized regression neural network
and regression based on the support vector machine.

Main part

System design. The system architecture for the Di-
abetes Prediction System, shown in Fig. 1 below, is a
conceptual model that defines the structure, behavioral
interactions, and several systemic representations that
underlie the system. The figure shows a formal descrip-
tion of the system, submodules of the system, as well as
data flows between them. Fig. 1 shows the components
of the system architecture.

Methods. Based on the comparison and analysis of
the functional properties of leading software solutions in
the field of medicine, it was determined that the option
"Obtaining prediction of the probability of the patient's
disease" is not implemented in modern diabetes manage-
ment information systems. However, due to statistics on
the fate of patients with misdiagnosis, it becomes impos-
sible to deny the need to implement this useful function.

The problem of predicting the incidence of diabetes
can be solved using the methods of classification of ma-
chine learning.
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Intelligent
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module

=

|
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Fig. 1. System architecture

In the tasks of medical diagnostics, patients act as
objects. The characteristic description of the patient is, in
fact, a formalized medical history. Having accumulated a
sufficient number of precedents in electronic form, you
can use the methods of classification of machine learning
and predict the likelihood of the patient's disease.

An example of solving the problem of classifica-
tion using machine learning to predict the incidence
of diabetes. Description of the source data. To imple-
ment the considered methods of classification of machine
learning, we will use the popular service "UCI Machine
Learning Repository”, which provides a large number of
sets of real data, and consider the initial data presented in
the sample "Pima Indians Diabetes Database" (Fig. 2).

There are a total of 768 records in the sample, each
of which is characterized by the following nine parame-
ters:

Pregnancies Glucose BloodPressure SkinThickness Insulin BMI DiabetesPedigreeFunction Age Outcome

- 0 6 148 72 35 0 336 0.627 50 1 .
1 1 85 66 29 0 2686 0351 31 0
2 8 183 64 0 0 233 0672 32 1
3 1 89 66 23 54 281 0.167 21 0
4 0 137 40 35 168 431 2288 33 1

Fig. 2. Example data in the Pima Indians Diabetes Database sample

e "Pregnancies" — the number of times of preg-
nancy;

e "Glucose" — plasma glucose concentration (in
mg / dl) for two hours in an oral glucose tolerance test;

o "BlooodPressure" — diastolic blood pressure (in
mm Hg);

o "SkinThickness" — the thickness of the folds of
the skin of the triceps (in mm);

e "Insulin" — the concentration of serum insulin
for two hours (in pg / ml);

e "BMI" —body mass index, calculated by the for-
mula: weight in kg / (height in m);

o "DiabetesPedigreeFunction" — a function of di-
abetes heredity;

e "Outcome" — the result of a variable class (0 —
no diabetes, 1 —a sick person);
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e "Age" —the age of a woman.

The available data show the following distribution:
500 people are healthy (i.e. their "Outcome™ parameter is
zero) and 268 have diabetes (their "Outcome™ parameter
is equal to one).

In graphical form, the data "Pima Indians Diabetes
Database" can be represented as follows (Fig. 3).

As can be seen from Fig. 3, inaccurate data are
found in the sample. For example, these are:

e blood pressure equal to zero (35 cases);

e zero blood glucose concentration (5 cases);

o skin fold thickness less than 10 mm (227 cases);

e BMI approaching zero (11 cases);

e zero level of insulin concentration in the blood
(374 cases).

To eliminate the above problems, the following op-
tions are proposed.

e Delete or ignore records. An undesirable option,
because it means the loss of valuable information. The
sample contains too many records with zero skin thick-
ness and blood insulin concentration, but this tool can be
applied to the fields "BMI", "Glucose", "Blood pressure™.

e Using averages. This option may be the case for
some samples, but using a mean value, such as blood
pressure, will be the wrong signal for the model.

¢ Avoid the use of problematic characteristics.

Age BMI BloodPressure
300 250 250
200 200
200
150 150
100 1 100 100
50 50
0 H 0
20 40 60 80 0 20 40 60 0 50 100
DiabetesPedigreeFunction Glucose Insulin
500
300 200 1
400
150
200 300
100
200
100
50 100
0 0 0
0 1 2 0 100 200 0 250 500 750
Outcome Pregnancies SkinThickness
500 250
400 4 200 200
300 150 159
200 100 1 100
100 50 50
0 0 0
00 05 10 0 5 10 15 0 50 100

Fig. 3. Graphic representation of data distribution

This option could work for the thickness of the skin,
but at this stage it is difficult to predict the result.

After analyzing possible ways to solve the problem
of incomplete data, we decide to remove from the sample
rows in which the attributes "BMI", "Glucose" and
"Blood pressure” are zero. As a result, 724 records re-
main in the database.

Choice of classification method. The methods of
machine learning, which were studied in the article, are
presented in table. 1

The first group of methods is ensemble. The paper
covers the study of two different classes of these meth-
ods: bagging, which includes the Random forest algo-
rithm, and boosting, which is represented by the Ada-
Boost algorithm. The peculiarity of Random forest is that
it provides a stable and effective solution while minimiz-
ing problems with retraining [6]. In addition, it is re-
sistant to emissions and scaling and is able to process
large data sets with many features of each input vector

[7]. Among the disadvantages of this method should be
noted the lack of extrapolative properties and difficult in-
terpretation of the results [6].

The composition of the AdaBoost algorithm in-
volves an iterative process of building private models,
where each subsequent algorithm is learned using infor-
mation about the errors made in the previous stage [8].
Simplicity of implementation and high ability to general-
ize are the main advantages of the AdaBoost algorithm.
Among the limitations of the algorithm should be noted
the need for no noise in the data, which can lead to re-
training [9]. In addition, an important role in the effi-
ciency of this algorithm is played by the dimension of the
sample for training [8]. The next group of methods for
solving the regression problem under study is neural net-
work. The possibility of using a multilayer perceptron, a
generalized regression neural network and a neuro-like
structure of a model of successive geometric transfor-
mations to predict the amount of costs of retail store
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consumers is considered. Despite the possibility of a
fairly accurate approximation, the multilayer perceptron
is characterized by the durability of the training proce-
dure for its iterative process. The generalized regression
neural network is fast, but characteristics such as the size
and structure of the data sample, the quality of the algo-
rithm and software solution based on it, the use of paral-
lelism, etc., in some cases make the network very large

and slow. In addition, in the Random forest algorithm, it
is not capable of extrapolating data [10]. The application
of neuro-like structures of the model of successive geo-
metric transformations to the solution of regression prob-
lems is characterized by a high speed of implementation
of learning procedures and sufficient accuracy of the
forecast [11]. However, large amounts of data may limit
the use of this computing tool.

Table 1 — Parameters of the studied machine learning algorithms

Number of the . . Symbol of
method The name of the machine learning method the method Method parameters
1 Random Forest Method 1 maximum depth of the tree = 5
: basic algorithm — decision tree (maximum
2 AdaBoost algorithm Method 2 depth = 4), number of weak (base) trees = 300
3 Multilayer perceptron Method 3 iSO:EBﬂ:s, 23 neurons in the hidden layer,
4 Neuro-like structure of Consecutive Geo- Method 4 23 inputs, 23 neurons in the hidden layer,
metric Transformations Models (CGTM) 1 output
5 Lme?r regression based on the stochastic Method 5 waste function = ‘squared_loss’, a = 0.0001
gradient descent -
6 Generalized regression neural network Method 6 | 6=0.4 (c€[0.1,1.5]
Regressor based on the support vector kernel = rbf, epsilon = 0.001, maximum
7 . Method 7 S
machine number of iterations = 200

Linear regression based on stochastic gradient de-
scent, like the support vector machine, is characterized
by a high speed [12], but not always by satisfactory pre-
diction results.

Development of the problem solving concept
based on the machine learning algorithms. MN or an
artificial intelligence (Al), is a research discipline that
deals with the methods and algorithms of experiential
learning. For some researchers, the phrase MN is part of
Al, provided that the ability to learn is a crude attribute
of an intellectual individual.

The purpose of machine learning is to develop com-
puter systems that can learn and respond based on their

previous observations. The purpose of artificial intelli-
gence is to develop an intelligent agent or assistant that
uses a variety of machine—based learning methods based
on the solution.

Database knowledge research (DBKR) is a disci-
pline that includes hypotheses, approaches, and strategies

RMSE = \/Z?zl(yf”d —yire)’, @)

that seek to understand data and extract valuable facts
from it. It is known that this is a multistage method (se-
lection, pre—processing, transformation, MN / Al, under-
standing / evaluation), defined in Fig. 4.

4 5
i 1 iz l3 i—’III_’-

Selected Data
Subset

Data
Data

Pre-processed

Transformed Patterns

Data

Knowledge

Fig. 4. Multistage method of knowledge extraction

The most critical phase in the whole DBKR method
is MN / Al, which illustrates the use of MN and Al algo-
rithms in data processing. MN processes are usually di-
vided into three specific groups. These include:

e supervised learning (SL), where the scheme in-
dicates the functionality of the marked learning data;

e unsupervised learning (UL), where the system
tries to deduce the nature of unidentified data;

o reinforced learning (RL), where the machine in-
teracts with a dynamic context. Artificial intelligence is
used to develop intellectual assistants who will help in
self-management and personalization of disease therapy.

Evaluation of research results. The simulation of
the available ML methods (table 1) was performed on a
real data set "Pima Indians Diabetes Database".

The simulation was performed on a data set from
which all observations with spaces were removed. The
data sample was randomly divided into training and test.
The percentage of such division was 70% to 30%, respec-
tively.

All parameters of the studied methods are presented
in table 1. Evaluation of the effectiveness of the forecast-
ing task was based on two indicators:

e The root-mean-square error (RMSE):

e Duration of the training procedure.

In Fig. 5 presents a comparison of the values of the
root mean square error of all studied methods.

The values of the error are plotted on the x—axis, and
the studied methods — on the y-axis. The black (dark)
columns of the histogram indicate the error obtained in
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the training mode (rmse training), grey (light), respec-
tively, the error of the application mode (rmse test).

The worst result on accuracy of the decision of the
set task is shown by the method constructed on the basis
of the support vector machine (fig. 5). The best result is
obtained using the AdaBoost algorithm. The difference
in accuracy based on (fig. 5) between the two methods is
more than 28%. The Random forest algorithm in compar-
ison with AdaBoost shows slightly worse results in the
application mode, but much better in the training mode.
It should be noted that in Fig. 5 the error in the training
mode for method 6 does not show, because it does not
require training as such. However, as can be seen from
Fig. 5, the accuracy of its operation is unsatisfactory.

In addition to the accuracy of work, no less im-
portant feature of the information system is the ability to

work online. That is why the duration of the training pro-
cedures of the methods underlying such systems is criti-
cal. Given this, the study conducted an experimental
study to assess this indicator.

Figure 6 shows the duration of training procedures
for all studied methods (in seconds).

As can be seen from Fig. 6, the training procedure
of method 5 is very fast, and the duration of the learning
algorithms underlying methods 1 and 2, respectively, is 6
and 12 times slower. The usage of a multilayer percep-
tron to solve the problem leads to significant time delays.
In particular, it is slower than method 1 by more than 549
times. However, the worst results, given the operating
time, were obtained using a neural network of general-
ized regression. Its usage for the problem solution lasts
more than 130 seconds.

8000
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Method 1 Method 2 Method 3 Method 4 Method 5 Method 6 Method 7

B RMSE test B RMSE training

Fig. 5. The root mean square error value of the RMSE modes of training and usage

Method 5 0,03
Method 1 0,21
Method 7 0,37
Method 2 0,41
Method 4 0,41

Method 3 1,06

Method 6

Training time, sec.

0 5

10 15 20

Fig. 6. Duration of training procedures of the studied methods

Based on the analysis of both the accuracy of ML
methods (Fig. 5) and the duration of their training pro-
cedures (Fig. 6), it can be argued that the most effec-
tive solution to the problem is provided by ensemble
methods according to the schemes of improved asso-
ciation (bagging), and improved cross—section (boost-
ing).

That is, methods 1 and 2, respectively. Artificial
neural networks (methods 3 and 4) do not provide suffi-
cient accuracy.

BucnoBku

Early detection of diabetes is one of the major
health problems. This paper proposes a system architec-
ture and classifier for an information system that can pre-
dict diabetes with high accuracy. We have pre-processed
the data. Using the method of reducing the number of
functions, we abandoned four parameters.

We used four input parameters ("Pregnancy", "Glu-
cose", "BMI", "Pedigree function of diabetes") and one
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output parameter ("Result™) in the PIMA data set. Seven
different machine learning algorithms were used, includ-
ing random forest, AdaBoost algorithm, multilayer per-
ceptron, neuro—like structure of Consecutive Geometric
Transformations Models (CGTM), linear regression
based on the stochastic gradient descent, generalized re-
gression neural network and regression based on the sup-
port vector machine for providing the diabetes prediction.
The performance of these models was evaluated by vari-
ous parameters.

Thus, the accuracy of the models was assessed both
in the training mode and in the test mode. The best per-
formance on these parameters was determined in models
developed by the methods of AdaBoost and Random For-
est. The worst result in terms of the accuracy of solving

the problem was showed by a method based on the ma-
chine of reference vectors. Another indicator that has
been studied was the assessment of the training duration.
The least time was spent on learning the method of linear
regression based on stochastic gradient descent, while the
training of models based on the building and training of
neural networks is the slowest. Taking into account the
analysis of methods for both indicators, it is established
that the most effective solution of the problem is pro-
vided by ensemble methods according to the schemes of
both improved bugging and improved boosting, i.e. Ran-
dom Forest and AdaBoost methods, respectively.

The use of improving the prediction index based on
the Recursive Feature Elimination method allowed us to
reduce the number of parameters from 8 to 4.
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IlopiBHAHHS MeTOAIB MALUMHHOIO HABYAHHS /IS iHpopMaLiiiHOl cucTeMH NPOrHO3yBaHHSA AialeTy
O. B. lllmartko, A. O. T'onockokosa, O. I'. Kopons, 1. P. ParimoBa

Annoranis. [liaber — ue xBopoOa, BifI sIKOT HEMA€E MOCTIHHOrO JIIKyBaHH:;, TOMY [UIsl HOr0 PaHHbOI'O BUSIBJICHHSI TIOTPiOHI
MeTou Ta inpopManiiiai cucremMu. Y Wil CTaTTi HPOMOHYETHCS iH(OpMAaIiiiHa crucTeMa /T IPOrHO3yBaHHsI AiabeTy, sika IPYHTY-
€ThCsI HA BUKOPUCTaHHI METO/IiB IHTENIEKTYaIbHOT O aHAITI3Yy JaHUX Ta AITOPUTMIB MAIIHHHOTO HABYaHHS. Y CTaTTi 00rOBOPIOETHCS
PSI METO/IiB MAaLlIMHHOIO HABYAHHSI, TAKKX SIK BUIAAKOBHUI jtic, anroput™ AdaBoost, 6araTomapoBuii mepcenTpoH, HelpomnoaioHa
CTPYKTYpa MOJIEJIeii MOCIiTIOBHIX T€OMETPUYHHX IEPETBOPEHb, JTiHiHA perpecis Ha OCHOBI IPaliEHTHOrO CTOXACTUYHOr'O CIIYCKY,
y3arajbHEHa perpeciiiHa HeHpOHHA Mepeska i perpecist Ha OCHOBI MaIlIMHU OMOPHUX BeKTOpiB. J{iis maHoro mociimkeHHs OyB BU-
kopucranuii Habip manux Pima Indian Diabetes, 3i06panwuii i3 penozutopito mamunHoro Hapuanus UCL Halip maHux micTuTh
iHpopMarito npo 768 naiieHTiB Ta X BiANOBIIHI AEB'ITh YHIKAILHUX aTPUOYTIB: KIIbKICTh BariTHOCTEH; KOHLICHTPALIiS TIIOKO3U
y TJIa3Mi POTSIrOM JIBOX TOJMH MPHU MEPOPATLHOMY TECTi Ha TONCPAHTHICT 0 TJIFOKO3M; 1iaCTONMIYHUIT apTepianbHHil THCK; TOB-
[IMHA CKJIAJIOK IIKiPU TPUIIETiCa; KOHICHTPAIlisl iHCYIiHY CHPOBATKH 3a [1Bi TOMMHU; iHIEKC MacH Tina; (QYHKIIis CIIaKOBOCTI PU
niaberi; BiK JIFOUHU; pe3ynbTaT 3MiHHOI kitacy (0 — Hemae miabery, 1 —xBopwuit). Bysu mpoBeaeHi T0CIiIKEeHHS 100 TTOKPAIeHHS
iH/IEKCY MPOrHO3YBAaHHS HA OCHOBI METO/ly BUKJIFOUCHHS PEKYPCHBHUX O3HAK. BHSBIIEHO, 1110 MOJIEJIb JIOTiCTHYHOI perpecii 1o0pe
MiAXOMUTH ISl IPOrHO3YBaHHs AiadeTy. [lokazaHo, 10 AJIsi BAKOPUCTAHHS CTBOPEHOI MOJENi JUisl IPOrHO3yBaHHS iIMOBIPHOCTI
IYKPOBOTo JiabeTy 3 TOUHICTIO 10 78% HEOOXiHO 1 JOCTaTHHO BUKOPHUCTOBYBATH TaKi MOKa3HUKU CTaHY 30POB'S Malli€HTKH, 5K
KiJIbKiCTh BariTHOCTEH, KOHIIEHTpAIIis TIIIOKO3HU B Ia3Mi TPH MEPOPaTbHOMY TECTi Ha TOJIEPAHTHICTD JI0 TTIOKO03H, iHaeke IMT ta
pe3yabTaT po3paxyHky GyHKIT criagkoBocti «PomoBinHa GyHKIs giabeTy».

KawuoBi caoBa: MalmmHAE HABYAHHS, 1HTEICKTyaIbHII aHANI3 TaHUX, HEHPOHHA Mepeska, iHpopMalliitHa cucreMa mpo-
THO3yBaHHSI JiabeTy, JOriCTHYHA perpecis, IEpeBo PillleHb.
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