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1. Introduction

Annotation of the discipline:

The rapid development and wide application of the newest packages of applied
programs and computer technology tools necessitate the formation of a specialist in busi-
ness intelligence and information systems of new competencies aimed at acquiring
knowledge and skills in using econometric and mathematical modeling for the analysis of
complex, mass socio-economic phenomena and processes in various spheres of activity.

Moreover, the sharp increase in information in every area of business and public
life, from the environment to diverse market research, is the main driver for creating an
unprecedented global demand for information technology specialists who have deep
knowledge of business intelligence and work with Big Date At present, the demand for
specialists who combine competence in the application of intelligent information and com-
puter systems processing systems, the use of modern software products, IT technologies
and technological tools in professional, in particular, entrepreneurial activity with the com-
petencies of business analyst for substantiation and adoption management and business
decisions are the main trend in demand in the national and international labor markets.
This discipline is a response to the contemporary needs of the community and provides
students with an in-depth understanding of the business context of any socioeconomic
processes and will enable them to solve the problems associated with analytical work in
the IT industry.

Economic systems studied by modern science, with great difficulty, are subjected
to the study by ordinary (verbal) theoretical methods. A direct experiment on them is im-
possible. The price of errors and miscalculations is large, so mathematical modeling is an
inevitable component of scientific and technological progress.

Statistical thinking for science about data is one of the basic disciplines of the mas-
ter's program "Business Analysis and Information Systems in Entrepreneurship".

"Statistical thinking for science about data" is a discipline that studies the tools of
economic and mathematical modeling in the study of complex socio-economic systems.

The object of the discipline is complex socio-economic systems.

The subject of the discipline is theoretical and practical questions concerning the
development of forecasts and the construction of models in a market economy based on
the use of modern economic and mathematical methods and models.

Purpose of the discipline: is the extension and deepening of theoretical
knowledge and acquisition of professional competencies of forecasting of socio-economic
processes and modeling of complex systems using statistical methods and models.

Course 1M
Semester 2
Number of ECTS credits 5

. lectures 20
Audit lessons laboratory 50
Independent work 110
Form of final control examination




Structural-logical scheme of studying the discipline:

Previous disciplines

The following disciplines

Mathematics for economists

Economic analysis

Macroeconomics

Business analytics

Statistics

Trainings

Microeconomics

Writing master's theses

Probability Theory and Mathematical

Statistics

Disciplines of the second semester
of the curriculum of the master's
program "Business Analysis and In-
formation Systems in Entrepreneur-
ship".

Computer science

2. Competence and outcomes of studying in a discipline:

Competence

Results of studying

The ability to acquire theoretical
knowledge of statistical modeling
and forecasting and receive
skills of formation information
space research

- define object modeling, choose the type of
economic-mathematical models necessary for solving
applied problems and form a request to her building;

- conduct primary research information space
analysis, check the law of distribution of source data
series

The ability for modeling
relationships between economic
processes and phenomena

- conduct the evaluation of the parameters of the
linear regression model, determine its adequacy and
using models to predict the change in factor signs;

- conduct evaluate the regression model for mul-
ticollinearity and eliminate it as needed

The ability to model and predict
time series in the study of the
dynamics of the development of
socio-economic systems

- to conduct a decomposition of a number of dy-
namics and to model its trend component in order to
forecast the development of systems (enterprises, re-
gions, etc.);

- to detect and simulate cyclic fluctuations in
economic processes with the help of a Fourier series
expansion;

- the ability to construct autocorrelation models
and to check the presence of autocorrelation of the
model's remnants and its elimination;

- to apply adaptive forecasting methods in the
study of perspective and retrospective trends in the
development of socio-economic systems (SES) (en-
terprises, organizations, regions, etc.);

- use integrated models of autoregression in the
study of the economic processes of stochastic nature

The ability to identify and
simulate the behavior of
homogeneous complex socio-
economic systems

- use the method of the main components for re-
ducing the factorial space of research SES;

- to group SESs by methods of natural and artifi-
cial clusterization;

- substantiate the choice of measure of the dis-
tance between objects;

- to develop a discriminatory function and to
check the quality of the clustering of SES
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3. Program of the academic discipline

Content module 1. Methodological bases of statistical modeling and
forecasting

Topic 1. Categorical basis of statistical modeling and forecasting

1.1. The concept of socio-economic systems, their structure as an object of model-
ing

Category "system" and its features. Socio-economic systems and their features.
Types of structures of socio-economic systems.

1.2. Economics as a subsystem of nature and society

The role of modeling in modern economic theory. Basic theoretical positions of
modeling. Stages of the simulation process. Interconnection between economics and
mathematics. Features of economic systems that complicate their modeling. Advantages
of using mathematical modeling in economics.

1.3. Classification and stages of construction of economic and mathematical mod-
els.

The main stages of building models. Classification of economic and mathematical
models on various grounds.

1.4. Requirements and principles for the construction of models.

Basis requirements for the construction of economic and mathematical models.
The three main levels of the modeling hierarchy. Principles to be met by a mathematical
model for use in the economy.

1.5. Prediction as a method of predicting socio-economic processes

Forecasting as a method of predicting socio-economic processes (approaches to
solving predictive problems, ways of forecasting development, forms of prediction, predic-
tion functions). Prediction as a management function. Classification of forecasts. Typolo-
gy of forecasting methods. Stages of statistical forecasting process.

1.6. Contents of the basic categories of forecasting

Basic categories of socio-economic forecasting and their content. Comparison of
the features of the basic methods of forecasting. Classification of types of socio-economic
objects of forecasting and forms of presentation of results of forecasting. Characteristics
of forecast quality, methods of its estimation and classification of forecast errors.

Laboratory work 1 “Introduction to the Statistica 10.0 package. Study of the statisti-
cal characteristics of the variation series”. Tasks: fixing theoretical and practical material
for the study of statistical characteristics of the variation series in the package Statistica
10.0. Obtaining the skills of the study variation series in the module Descriptive statistics.

References. Main: 3; 6; 9. Additional: 16; 17.

Topic 2. The regression models as a means of researching economic pro-
cesses

2.1. The concept of multiple regression as a class of econometric models of models
and approaches to their construction

Concept of model and econometric model. Types of representations of econometric
models. Causes of stochasticity of econometric models. A dual and multiple regression
model. Prerequisites for constructing an econometric model. Stages of model construc-
tion, their content. Approaches to constructing a multiple regression model.

2.2. Using MNC to calculate model parameters.

The least squares method (MNC) for one factor and multi-factor models. Proper-
ties of estimations of model parameters at MNC.

2.3. Checking the quality of built models.



Checking the statistical significance of the model parameters. Student Criterion.
Checking the adequacy of the models. Determination coefficient, multiple and pair correla-
tions. Fisher's Criterion. The system of criteria for model quality. Trust intervals when
forecasting.

2.4. Multicollinearity, methods for checking and exclusion

Multi-linearity, its kinds. Causes of Multicollinearity. Criteria for verifying the pres-
ence of multicollinearity. Methods of eliminating multi-liner.

Laboratory work 2 “Construction of a single-factor and multiple regression model’.

Tasks: fixing theoretical and practical material, acquiring skills for constructing and
analyzing simple econometric models in the Statistica 10.0 package. Obtaining skills to
analyze the significance of model parameters and their quality. Mastering the basics of
analysis of model errors, as well as the features of constructing interval and point predic-
tion in the Multiple Regression module. Acquiring the skills of testing the model for multi-
collinearity and eliminating its consequences. Domain testing methods for multicollinearity
in the model in the MS Excel package. Learn how to build step-by-step inclusion and ex-
clusion models in the Statistica 10.0 package.

References. Main: 2; 6; 7. Additional: 16 — 17; 20.

Topic 3. Modeling and forecasting development of trends

3.1. Concept of time series, its components and classification of time series analy-
sis models.

The concept of the time series, its difference from a number of dynamics. Types of
time series. Components of time series: trend, seasonal, cyclic and random components.
Methods of analysis of time series: trend models, decomposition models, smoothing mod-
els, auto regression and lag models.

3.2. Methods for determining the presence of a trend in dispersion and average:
Foster-Stewart method, Fisher method, method of averages.

Determination of the presence of a trend in the dispersion of time series values
using the Fisher F-criterion method. The essence of the Foster-Stewart model. Algorithm
of the method of averages. Combinations of the presence of the trend in the variance and
the average.

3.3. Models of time series decomposition.

Algorithm for constructing a decomposition model, the content of its steps. Aditive,
multiplicative decomposition models.

3.4. Autocorrelation, methods of its determination, stationary time series.

The concept of autocorrelation, the causes of its occurrence. Consequences of au-
tocorrelation. Criteria for determining the presence of autocorrelation: Darbin-Watson's
criterion, von Neumann's criterion, non-cyclic autocorrelation criterion, cyclic autocorrela-
tion criterion.

Ways to eliminate or reduce autocorrelation: the Frish-Woo method, the method of
finite difference, the method of deviations of empirical values from trend alignments, the
method of the Cochrane-Orkata method, the Hildret-Lou method.

Stationary time series. Dicci-Fuller's test for time series stationary. Types of test: a
simple DF test, an advanced ADF test.

3.5. Criteria for checking the quality of built models.

Criteria for checking the quality of the built models of forecasting of time series: var-
iance, average relative error of approximation, coefficient of ascent, determination coeffi-
cient, average square error, average absolute error, average absolute error in percent, co-
efficient of Tail discrepancy.

Laboratory work 3 “Construction of a time series decomposition model”. Tasks:
fixing theoretical and practical material, acquiring skills in the decomposition of the time



series in the package Statistica 10.0. Study of methods for checking the presence of a
trend component in a series. Mastering the skills of choosing a trend type using the MS
Excel package.

References. Main: 1; 4; 8. Additional: 11; 16 — 17.

Topic 4. Models of adaptive forecasting and integrated model of autoregres-
sion

4.1. The concept of anti-aliasing and its types.

The concept of anti-aliasing. General smoothing methods: simple smoothing
methods, exponential smoothing, adaptive smoothing. The algorithm for finding the opti-
mal smoothing parameter.

4.2. Adaptive smoothing for Brown, Holt, Winters.

Concept of adaptive smoothing models. Smoothing by Brown, Holt and Winters.

4.3. Integrated model of autoregression.

Concept of the model of autoregression. Mixed model of autoregression. Model of
auto regression and integrated moving average.

4.4. Vector autoregressive model

Vector autoregressive model, classification of vector models. Granger's Cause
Pulse analysis.

Laboratory work 4 “Estimation of the presence of autocorrelation of the remnants of
the model. Eliminating autocorrelation” Task: acquiring the skills of predicting time series
using exponential smoothing in the Statistica package 10.0.

References. Main: 4; 8. Additional: 12; 14 — 17.

Content module 2. Modeling and forecasting of multidimensional processes

Topic 5. Factor analysis of data

5.1. Basic concepts of factor analysis

The concept of factor analysis. The main tasks of factor analysis. Requirements
for the implementation of factor analysis. Concept factor, vector factor load, reduced ma-
trix.

The notion of community, the problem of community. Evolution of problems of fac-
tor analysis. General and special classification of factors. The notion of a general factor.
The notion of complexity. Factor analysis algorithm. Classification of types of factor anal-
ysis.

5.2. Methods of factor analysis.

Classification of methods of factor analysis. Simplified methods approximating
methods with enhanced approximating properties.

5.3. The method of the main components.

Components of factor analysis. The method of the main components, its stages.
Methods of constructing a reduced correlation matrix. Matrix factor loader. Criteria for
evaluating the required number of factors - Kaiser's criterion, rocky oscillation, correlation
matrix.

Laboratory work 5 “Building a model of factor analysis” Task: acquiring data pro-
cessing skills using factor analysis methods in the Statistica 10.0 package.

References. Main: 5; 10. Additional: 12; 15; 17; 20.

Topic 6. Cluster analysis as a means of forming homogeneous data groups

6.1. The essence of cluster analysis.

The term cluster analysis and its occurrence. Cluster as the basic concept of clus-
ter analysis. Mathematical characteristics and types of clusters. Areas of use of cluster
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analysis. Classification and its types. Comparison of clustering and classification. Stages
of cluster analysis. Advantages and limitations of cluster analysis.

6.2. Standardization and standardization.

The notion of standardization and standardization. Standardization methods.

6.3. The concept of distance.

Types of measure of identity of objects: correlation coefficient, associativity coeffi-
cient, probability coefficient of identity, distance measure. The concept of distance, the
classification of distance measures.

Types of quality scales (measure of distances), nominal scales (measure of identi-
ty), loose scales, their characteristics.

6.4. Methods of cluster analysis

The concept of a cluster method. Methods of cluster analysis - hierarchical and
non-hierarchical methods of clusterization. Hierarchical sgm. And divisimic methods.
Rules for merging into a cluster. Medium method, PAM method. Checking the quality of
clustering.

Laboratory work 6 “Using cluster analysis for the study of economic processes”
Task: getting the skills of using cluster analysis in the Statistica 10.0 package.

References. Main: 5; 10. Additional: 12; 16 — 17; 20.

Topic 7. Data Recognition and Discriminatory Analysis

7.1. Basic concepts of discriminatory analysis.

The concept of discriminatory analysis, types of discriminatory analysis. The notion
of a discriminant variable, approaches to the introduction of discriminant variables. Ways
of a step-by-step discriminant analysis. The qualities of discriminant variables. The task
of discriminant analysis. Discriminatory analysis methods.

7.2. Discriminatory functions.

The notion of discriminating function. Concept of linear and canonical discriminato-
ry function. Principles of finding the coefficients of canonical discriminant functions.

7.3. Criteria for assessing the quality of the classification.

Criteria for evaluating the quality of discriminant functions: Mahalanobis distance,
Wilks A-statistics, criterion and F-statistics.

7.4. Use of discriminatory analysis in the economy

Examples of using discriminant analysis for object recognition. The relationship be-
tween discriminant variables and discriminatory functions.

Laboratory 7 “Solving the problem of classification by the method of discriminant
analysis” Task: getting the skills of using discriminant analysis in the Statistica 10.0
package.

References. Main: 5; 9; 10. Additional: 13 — 15; 17; 18; 20.

4. The order of assessment of the results of training

The assessment system of students’ competences is based on the grades for all
forms of classes conducted including lectures and laboratory works, self - preparation work
and performance of individual tasks according to the program of the academic discipline
“Statistical thinking for science about data”. Evaluation of the formed competences of stu-
dents is conducted on the cumulative 100-point scale. According to the Provisional Regu-
lations "On the assessment of students’ progress according to the cumulative rating sys-
tem" at S. Kuznets KhNUE, the control methods include:

Current control over the semester during lectures, laboratory sessions and esti-
mated by the sum of the points scored (the maximum amount is 60 points; the minimum
amount that allows the student to take the exam - 35 points);
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modular control carried out in the form of a colloquium as an intermediate mini-
exam on the initiative of the teacher, taking into account the current control over the rele-
vant content module and aims to integrate the evaluation of the student's learning out-
comes after studying the material from the logically completed part of the discipline - con-
tent module;

final / semester control, conducted in the form of a semester exam, according to
the schedule of the educational process.

The procedure for carrying out the current assessment of students' knowledge.
Assessment of student's knowledge during seminars, practical and laboratory classes and
performance of individual tasks is carried out according to the following criteria:

understanding, degree of assimilation of the theory and methodology of the prob-
lems under consideration; the degree of assimilation of the actual material of the disci-
pline; acquaintance with the recommended literature, as well as contemporary literature
on the issues under consideration; the ability to combine theory with practice when con-
sidering production situations, solving tasks, performing calculations in the process of per-
forming individual tasks and tasks submitted for consideration in an audience; logic, struc-
ture, style of presentation of the material in written works and speeches in the audience,
ability to substantiate their position, to generalize information and to draw conclusions;
arithmetic correctness of the implementation of an individual and complex settlement task;
the ability to conduct a critical and independent assessment of certain problem issues; the
ability to explain alternative views and the presence of their own point of view, the position
on a certain problematic issue; application of analytical approaches; quality and clarity of
reasoning; logic, structuring and substantiation of conclusions on a specific problem; in-
dependence of work; literacy of presentation of the material; use of comparison methods,
generalizations of concepts and phenomena; registration of work.

The general criteria for evaluating non-auditing independent work of students are:
the depth and strength of knowledge, the level of thinking, the ability to systematize
knowledge on specific topics, the ability to make sound conclusions, the possession of
categorical apparatus, skills and techniques for the implementation of practical tasks, the
ability to find the necessary information, carry out its systematization and processing, self-
realization on practical and seminars.

The final control of the knowledge and competences of students in the discipline
“Statistical thinking for science about data” is carried out on the basis of a semester exam-
ination, the task of which is to check the student's understanding of the program material in
general, the logic and interrelations between the individual sections, the ability to use the
accumulated knowledge creatively, the ability to formulate their attitude to a particular edu-
cational problem discipline, etc.

The examination ticket covers the program of discipline and involves determining
the level of knowledge and the degree of mastery of competencies by students.

Each examination ticket consists of 5 practical situations (two stereotyped, two
diagnostic and one heuristic task), which provide for the solution of typical professional
tasks of the specialist in the workplace and allow to diagnose the level of theoretical train-
ing of the student and his level of competence in the discipline.

The result of the semester exam is evaluated in points (the maximum number is
40 points, the minimum number is scored - 25 points) and entered in the "Record of suc-
cess" of the academic discipline.

The student should be considered certified if the sum of the points earned on
the results of the final / semester test of success is equal to or exceeds 60. The minimum
number of points for the current and modular control during the semester is 35 and the
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minimum number of points scored on the exam is 25.

The final score in the discipline is calculated on the basis of the points obtained
during the exam and the points obtained during the current control over the accumulation
system. The total score in the points for the semester is: "60 and more points are count-
ed", "59 and less points are not counted" and entered in the "Record of success" of the

academic discipline.
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